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## §1. Introduction.

Let $F(X, Y)=a_{0} X^{r}+a_{1} X^{r-1} Y+\ldots+a_{r} Y^{r}$ be a binary form in $\mathbb{Z}[X, Y]$ and let $p_{1}, \ldots, p_{t}$ be distinct prime numbers. $F$ is a product of linear forms $\prod_{i=1}^{r}\left(\alpha_{i} X+\right.$ $\left.\beta_{i} Y\right)$ with algebraic $\alpha_{i}, \beta_{i}$. From results of Thue [23] and Mahler [11] it follows that if among the linear forms $\alpha_{i} X+\beta_{i} Y$ there are three pairwise non-proportional ones, then the equation

$$
\begin{equation*}
|F(x, y)|=p_{1}^{z_{1}} \ldots p_{t}^{z_{t}} \text { in } x, y, z_{1}, \ldots, z_{t} \in \mathbb{Z} \text { with } \operatorname{gcd}(x, y)=1 \tag{1.1}
\end{equation*}
$$

has only finitely many solutions. The Diophantine approximation techniques of Thue and Mahler and improvements by Siegel, Dyson, Roth and Bombieri made it possible to derive good explicit upper bounds for the number of solutions of (1.1). The best such upper bound to date, due to Bombieri [1] is $2 \times(12 r)^{12(t+1)}$ (Bombieri assumed that $F$ is irreducible and $r \geq 6$ which was not essential in his proof). For $t=0$, i.e. $|F(x, y)|=1$ in $x, y \in \mathbb{Z}$, Bombieri and Schmidt [2] derived the upper bound constant $\times r$ which is best possible in terms of $r$.

In this paper we consider generalisations of (1.1) where instead of a binary form we take a decomposable form in $n \geq 3$ variables, that is, a homogeneous polynomial $F(\mathbf{X})$ with integer coefficients which is expressible as a product of linear forms with algebraic coefficients, i.e. $F(\mathbf{X})=\prod_{i=1}^{r}\left(\alpha_{i 1} X_{1}+\ldots+\alpha_{i n} X_{n}\right)$. More precisely, we consider decomposable form equations

$$
\begin{equation*}
|F(\mathbf{x})|=p_{1}^{z_{1}} \ldots p_{t}^{z_{t}} \quad \text { in } \mathbf{x} \in \mathbb{Z}^{n}, z_{1}, \ldots, z_{t} \in \mathbb{Z} \text { with } \mathbf{x} \text { primitive, } \tag{1.2}
\end{equation*}
$$

where $\mathbf{x}=\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{Z}^{n}$ is called primitive if $\operatorname{gcd}\left(x_{1}, \ldots, x_{n}\right)=1$. Schmidt initiated the study of decomposable form equations and after that several qualitative and quantitative finiteness results on (1.2) have been derived analogous to those mentioned above for eq. (1.1). Below we give an overview. For instance, from results of Schmidt, Schlickewei and Győry it follows that for 'non-degenerate' decomposable forms $F$, there exists an explicit upper bound, depending on $r=\operatorname{deg} F$, $n$ and $t$ only, for the number of solutions of (1.2), with a doubly exponential dependence on $n$. In this paper we improve this bound to $2 \times\left(2^{33} r^{2}\right)^{n^{3}(t+1)}$. Our result as well as the previous ones all go back to Schmidt's Subspace theorem.

The probably best known type of a decomposable form equation (apart from (1.1)) is a norm form equation, that is, an equation (1.2) in which $F$ is a norm form, i.e.

$$
\begin{equation*}
F(\mathbf{X})=c \cdot N_{M / \mathbb{Q}}\left(\alpha_{1} X_{1}+\ldots+\alpha_{n} X_{n}\right)=c \prod_{i=1}^{[M: \mathbb{Q}]}\left(\alpha_{1}^{(i)} X_{1}+\ldots+\alpha_{n}^{(i)} X_{n}\right) \tag{1.3}
\end{equation*}
$$

where $M=\mathbb{Q}\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ is an algebraic number field, $c$ is a non-zero integer, and $x \mapsto x^{(i)}(i=1, \ldots,[M: \mathbb{Q}])$ are the isomorphic embeddings of $M$ into $\mathbb{C}$. We consider more generally decomposable form equations rather than norm form equations since several problems can be reduced to decomposable form equations which are not norm form equations; for instance the $S$-unit equation

$$
\begin{align*}
x_{0}+\ldots+x_{n}=0 & \text { in } \mathbf{x}=\left(x_{0}, \ldots, x_{n}\right) \in \mathbb{Z}^{n+1}  \tag{1.4}\\
& \text { with } \mathbf{x} \text { primitive, }\left|x_{1} \ldots x_{n}\right| \text { composed of } p_{1}, \ldots, p_{t}
\end{align*}
$$

can be reduced to eq. (1.2) with $F(\mathbf{X})=X_{1} \cdots X_{n}\left(X_{1}+\ldots+X_{n}\right)$.
We remark that for every solution $\left(\mathbf{x}, z_{1}, \ldots, z_{t}\right)$ of (1.2) we have $F(\mathbf{x}) \in R^{*}$, where $R$ is the ring $\mathbb{Z}\left[\left(p_{1} \ldots p_{t}\right)^{-1}\right]$ and $R^{*}$ is the unit group of $R$. We consider the more general decomposable form equation over number fields,

$$
\begin{equation*}
F(\mathbf{x}) \in \mathcal{O}_{S}^{*} \text { in } \mathbf{x} \in \mathcal{O}_{S}^{n} \tag{1.5}
\end{equation*}
$$

where $\mathcal{O}_{S}$ is the ring of $S$-integers for some finite set of places $S$ on some algebraic number field $K, \mathcal{O}_{S}^{*}$ is the unit group of $\mathcal{O}_{S}$, i.e. the group of $S$-units, and where $F$ is a decomposable form in $n$ variables with coefficients from $\mathcal{O}_{S}$. We recall that $\mathcal{O}_{S}=\mathcal{O}_{K}\left[\left(\wp_{1} \ldots \wp_{t}\right)^{-1}\right]$, where $\mathcal{O}_{K}$ is the ring of integers of $K$ and $\wp_{1}, \ldots, \wp_{t}$ are the prime ideals of $\mathcal{O}_{K}$, i.e. finite places, belonging to $S$. Further, $\mathcal{O}_{S}^{*}=\left\{x \in K:(x)=\wp_{1}^{z_{1}} \ldots \wp_{t}^{z_{t}}\right.$ for $\left.z_{1}, \ldots, z_{t} \in \mathbb{Z}\right\}$.
Obviously, if $\mathbf{x}$ is a solution of (1.5), then so is $\epsilon \mathbf{x}$ for every $\epsilon \in \mathcal{O}_{S}^{*}$. Therefore, we will give upper bounds for the maximal number of $\mathcal{O}_{S^{-}}^{*}$ cosets $\left\{\epsilon \mathbf{x}: \epsilon \in \mathcal{O}_{S}^{*}\right\}$ contained in the set of solutions of (1.5).

Below we give an overview of previous results on decomposable form equations, norm form equations, and $S$-unit equations, and then state our improvements. These improvements are consequences of our main result, stated in $\S 2$.

## Overview of previous results.

In 1972, Schmidt [19, 20] was the first to derive non-trivial finiteness results for norm form equations. He formulated a non-degeneracy condition for norm forms $F \in \mathbb{Z}\left[X_{1}, \ldots, X_{n}\right]$ and showed that the equation

$$
F(\mathbf{x})=b \text { in } \mathbf{x} \in \mathbb{Z}^{n}
$$

has only finitely many solutions for every non-zero integer $b$ if and only if $F$ is nondegenerate. Schmidt derived this from his own higher dimensional generalisation of Roth's theorem, the Subspace Theorem [20].

Schmidt's result on norm form equations was generalised successively by Schlickewei in 1977 [14] to p-adic norm form equations (1.2) and by Laurent in 1984 [10] to norm form equations (1.5) over number fields; Laurent derived this from a result of his on linear tori conjectured by Lang. In 1988, Győry and the author [8] proved an extension of Laurent's result to arbitrary decomposable form equations (1.5) over number fields. Later, Gaál, Győry and the author [7] proved the following 'semi-quantitative' refinement of this: given a finite extension $L$ of $K$, there exists a uniform bound $C$, depending only on $n, S$ and $L$, such that for every 'non-degenerate' decomposable form $F \in \mathcal{O}_{S}\left[X_{1}, \ldots, X_{n}\right]$ which can be factored into linear forms over $L$, the number of $\mathcal{O}_{S}^{*}$-cosets of solutions of (1.5) is at most $C$; however, their method of proof did not enable an explicit computation of $C$. We mention that all these results follow from Schmidt's Subspace theorem and its p-adic generalisation by Schlickewei [13].

In 1989, Schmidt [21] made another breakthrough by proving a quantitative version of his Subspace theorem from [20] and then deriving an explicit upper bound for the number of solutions of norm form equations of the type $|F(\mathbf{x})|=1$ in $\mathbf{x} \in \mathbb{Z}^{n}$, where $F$ is a norm form as in (1.3) [22]. We state his result in detail. We can rewrite the equation $|F(\mathbf{x})|=1$ as

$$
\begin{equation*}
\left|c N_{M / \mathbb{Q}}(\xi)\right|=1 \text { in } \xi \in \mathcal{M} \tag{1.6}
\end{equation*}
$$

where $\mathcal{M}$ is the $\mathbb{Z}$-module generated by $\alpha_{1}, \ldots, \alpha_{n}$. We assume that $c N_{M / \mathbb{Q}}\left(\alpha_{1} X_{1}+\right.$ $\left.\ldots+\alpha_{n} X_{n}\right)$ has its coefficients in $\mathbb{Z}$. Let $V=\mathbb{Q} \mathcal{M}$ denote the $\mathbb{Q}$-vector space generated by $\mathcal{M}$, i.e. by $\alpha_{1}, \ldots, \alpha_{n}$. For each subfield $J$ of $M$, define the subspace of $V$,

$$
\begin{equation*}
V^{J}=\{\xi \in V: \lambda \xi \in V \text { for every } \lambda \in J\} . \tag{1.7}
\end{equation*}
$$

Thus, $V^{J}$ is the largest linear subspace of $V$ closed under scalar multiplication by elements from $J . V$ is called non-degenerate if

$$
\begin{align*}
& V^{J}=(0) \text { for each subfield } J \text { of } M \text { which is not equal to } \mathbb{Q}  \tag{1.8}\\
& \text { or an imaginary quadratic field. }
\end{align*}
$$

Let $r=[M: \mathbb{Q}]$ and $n=\operatorname{dim} V$. Among other things, Schmidt showed that if $V$ is non-degenerate then the number of solutions of (1.6) is at most

$$
\begin{equation*}
\min \left(r^{2^{30 n} r^{2}}, r^{(2 n)^{n \cdot 2^{n+4}}}\right) \tag{1.9}
\end{equation*}
$$

Soon afterwards, Schlickewei proved a p-adic generalisation of Schmidt's quantitative Subspace theorem and extended this to number fields [15]. As an application, he obtained an explicit upper bound for the number of solutions of $S$-unit equations over number fields [16]. Győry [9] used this to derive an explicit upper bound for the number of $\mathcal{O}_{S}^{*}$-cosets of solutions of eq. (1.5) for arbitrary decomposable forms $F$. We state the results of Schlickewei and Győry below.

Let $K$ be an algebraic number field, and $S$ a finite set of places on $K$, containing all infinite places. Thus, $S$ has cardinality $r_{1}+r_{2}+t$ where $r_{1}$ is the number of embeddings of $K$ into $\mathbb{R}, r_{2}$ is the number of complex conjugate pairs of embeddings of $K$ into $\mathbb{C}$ and $t$ is the number of prime ideals in $S$. From the Subspace theorem it follows (cf. [4,12]) that the so-called $S$-unit equation

$$
\begin{equation*}
a_{1} u_{1}+\ldots+a_{n} u_{n}=1 \quad \text { in } u_{1}, \ldots, u_{n} \in \mathcal{O}_{S}^{*}, \tag{1.10}
\end{equation*}
$$

where $a_{1}, \ldots, a_{n}$ are non-zero coefficients from $K$, has only finitely many solutions with non-vanishing subsums,

$$
\begin{equation*}
\sum_{i \in I} a_{i} u_{i} \neq 0 \quad \text { for each non-empty } I \subseteq\{1, \ldots, n\} . \tag{1.11}
\end{equation*}
$$

In [16], Schlickewei proved that the number of such solutions is at most

$$
\begin{equation*}
(4 s D)^{2^{36 n D} s^{6}} \tag{1.12}
\end{equation*}
$$

where $s$ is the cardinality of $S$ and $D$ is the degree of the normal closure of $K / \mathbb{Q}$. Later [17] he improved this to $2^{2^{26 n} s}$.

In [9], Győry generalised finiteness results of Schmidt and Schlickewei on 'families of solutions' of (possibly degenerate) norm form equations to decomposable form equations over number fields and obtained explicit upper bounds for the number of families. As a consequence, he obtained the following: suppose that $F \in \mathcal{O}_{S}\left[X_{1}, \ldots, X_{n}\right]$ is a decomposable form such that the number of $\mathcal{O}_{S}^{*}$-cosets of solutions of (1.5) is finite (for instance, if $F$ satisfies the non-degeneracy condition of [8]); then this number of cosets is at most

$$
\begin{equation*}
\{5 s G\}^{2^{37 n G} s^{6}} \tag{1.13}
\end{equation*}
$$

where $G$ is the degree of the normal closure of the field generated by $K$ and the coefficients of the linear forms dividing $F$.

Győry derived his bound by reducing eq. (1.5) to a system of $S$-unit equations in some large extension of $K$ (following the arguments in [10,8,7]) and using Schlickewei's bound (1.12) for the latter. If $[K: \mathbb{Q}]=d$ and if $F$ is a norm form of degree $r$ then $d r \leq G \leq(d r)$ !; this implies that Győry 's bound is at least doubly
exponential in $r$. Győry's approach might give something better by using an improvement of (1.12), but the best one can get in this way is a bound depending exponentially on $r$. We mention that Schmidt obtained his bound (1.9) with a polynomial dependence on $r$ by reducing norm form equation (1.6) directly to his quantitative Subspace theorem.

## New Results.

In contrast to the results mentioned above, our estimates are not only for the number of solutions of 'non-degenerate' decomposable form equations but also for the number of 'non-degenerate' solutions of possibly degenerate decomposable form equations. Let $K$ be an algebraic number field and $S$ a finite set of places on $K$ of cardinality $s$, containing all infinite places. Let

$$
F(\mathbf{X})=l_{1}(\mathbf{X}) \cdots l_{r}(\mathbf{X}) \in \mathcal{O}_{S}\left[X_{1}, \ldots, X_{n}\right]
$$

be a decomposable form of degree $r$, where $l_{1}, \ldots, l_{r}$ are linear forms with coefficients in some extension of $K$ such that

$$
\begin{equation*}
\left\{\mathbf{x} \in K^{n}: l_{1}(\mathbf{x})=0, \ldots, l_{r}(\mathbf{x})=0\right\}=\{\mathbf{0}\} \tag{1.14}
\end{equation*}
$$

In $\S 2$ we shall define what it means for $\mathbf{x} \in \mathcal{O}_{S}^{n}$ to be $(F, S)$-non-degenerate or $(F, S)$-degenerate. A more restrictive condition independent of $S$ is that for every proper, non-empty subset $I$ of $\{1, \ldots, r\}$ there are algebraic numbers $c_{1}, \ldots, c_{r}$ such that

$$
\begin{align*}
& c_{1} l_{1}+\ldots+c_{r} l_{r} \text { is identically zero, }  \tag{1.15}\\
& \sum_{i \in I} c_{i} l_{i}(\mathbf{x}) \neq 0
\end{align*}
$$

(cf. §7, Remark 4). For instance, if $F$ is a binary form with at least three pairwise non-proportional linear factors then every $\mathbf{x} \in \mathcal{O}_{S}^{2}$ with $F(\mathbf{x}) \neq 0$ is $(F, S)$-nondegenerate. We shall prove:

Theorem 1. The set of $(F, S)$-non-degenerate solutions of

$$
\begin{equation*}
F(\mathbf{x}) \in \mathcal{O}_{S}^{*} \quad \text { in } \mathbf{x} \in \mathcal{O}_{S}^{n} \tag{1.5}
\end{equation*}
$$

is the union of at most

$$
\left(2^{33} r^{2}\right)^{n^{3} s}
$$

$\mathcal{O}_{S}^{*}$-cosets $\left\{\epsilon \mathbf{x}: \epsilon \in \mathcal{O}_{S}^{*}\right\}$.

We obtain the upper bound $2 \times\left(2^{33} r^{2}\right)^{n^{3}(t+1)}$ for the number of $(F, S)$-nondegenerate solutions of (1.2) by taking $K=\mathbb{Q}$ and $S=\left\{\infty, p_{1}, \ldots, p_{t}\right\}$ (where
$\infty$ is the infinite place of $\mathbb{Q}$ ) and observing that each $\mathcal{O}_{S}^{*}$-coset contains precisely two primitive $\mathbf{x}$.

It will turn out (cf. §2, Remark 2) that from a given $(F, S)$-degenerate solution it is possible to construct infinitely many $\mathcal{O}_{S}^{*}$-cosets of such solutions. Together with Theorem 1 this yields:

Corollary. Suppose that the number of $\mathcal{O}_{S}^{*}$-cosets of solutions of (1.5) is finite. Then this number is at most $\left(2^{33} r^{2}\right)^{n^{3} s}$.

We are going to state a general result on norm form equations. let $K, S$ be as before, and let $M$ be a finite extension of $K$. Further, let $\mathcal{M}$ be a finitely generated $\mathcal{O}_{S}$-module contained in $M$. Choose $c \in K^{*}$ such that for some set of generators $\alpha_{1}, \ldots, \alpha_{m}$ for $\mathcal{M}$, the form

$$
F(\mathbf{X})=c N_{M / K}\left(\alpha_{1} X_{1}+\ldots+\alpha_{m} X_{m}\right)
$$

has its coefficients in $\mathcal{O}_{S}$. It is easy to see that this holds for any set of generators for $\mathcal{M}$ if it holds for one set of generators. We consider the norm form equation

$$
\begin{equation*}
c N_{M / K}(\xi) \in \mathcal{O}_{S}^{*} \quad \text { in } \xi \in \mathcal{M} \tag{1.16}
\end{equation*}
$$

Let $V=K \mathcal{M}=\{a \xi: a \in K, \xi \in \mathcal{M}\}$ denote the $K$-vector space generated by $\mathcal{M}$. We denote the integral closure of $\mathcal{O}_{S}$ in some finite extension $J$ of $K$ by $\mathcal{O}_{J, S}$ and the unit group of this ring by $\mathcal{O}_{J, S}^{*}$. Similarly to (1.7) we define for each subfield $J$ of $M$ containing $K$,

$$
V^{J}=\{\xi \in V: \lambda \xi \in V \text { for every } \lambda \in J\}
$$

Definition. $\xi \in V$ is called $S$-non-degenerate if

$$
\begin{align*}
& \xi \notin V^{J} \text { for every subfield } J \text { of } M \text { with } J \supseteq K  \tag{1.17}\\
& \quad \text { for which } \mathcal{O}_{J, S}^{*} / \mathcal{O}_{S}^{*} \text { is infinite. }
\end{align*}
$$

It is easy to show that $\mathcal{O}_{J, S}^{*} / \mathcal{O}_{S}^{*}$ is finite in the following two situations only: (i) $J=K$; (ii) $K$ is totally real, $J$ is a totally complex quadratic extension of $K$ and none of the prime ideals in $S$ splits into two different prime ideals in $J$.
We may partition the set of solutions of (1.16) into $\mathcal{O}_{S^{-}}^{*} \operatorname{cosets}\left\{\epsilon \xi: \epsilon \in \mathcal{O}_{S}^{*}\right\}$. Clearly, if one element in an $\mathcal{O}_{S}^{*}$-coset is $S$-non-degenerate, then so is every other element.

Theorem 2. Suppose that $[M: K]=r$, that $\operatorname{dim}_{K} V=n$, and that $S$ has cardinality $s$. Then eq. (1.16) has at most $\left(2^{33} r^{2}\right)^{n^{3} s} \mathcal{O}_{S}^{*}$-cosets of $S$-non-degenerate solutions.

We call the space $V S$-non-degenerate if every non-zero $\xi \in V$ is $S$-non-degenerate. For $K=\mathbb{Q}, S=\{\infty\}$, this is precisely definition (1.8). Note that in this case $\mathcal{O}_{S}^{*}$-cosets consist of $\pm \xi$. It follows that Schmidt's bound (1.9) for the number of solutions of eq. (1.6): $\left|c N_{M / \mathbb{Q}}(\xi)\right|=1$ in $\xi \in \mathcal{M}$ can be improved to

$$
2 \times\left(2^{33} r^{2}\right)^{n^{3}}
$$

Finally, we mention an improvement of Schlickewei's upper bound (1.12) for the number of solutions of $S$-unit equations. Let $K, S$ be as before.

Theorem 3. Let $a_{1}, \ldots, a_{n} \in K^{*}$. Suppose that $S$ has cardinality $s$. Then the equation

$$
\begin{array}{ll}
a_{1} u_{1}+\ldots+a_{n} u_{n}=1 & \text { in } u_{1}, \ldots, u_{n} \in \mathcal{O}_{S}^{*} \text { with } \\
& \sum_{i \in I} a_{i} u_{i} \neq 0 \text { for each non-empty } I \subseteq\{1, \ldots, n\}
\end{array}
$$

has at most $\left(2^{35} n^{2}\right)^{n^{3} s}$ solutions.
Although norm form equations and $S$-unit equations may be considered as special types of decomposable form equations, there are problems with deriving Theorems 2 and 3 from Theorem 1, caused by the fact that in general $\mathcal{O}_{S}$ is not a principal ideal domain. Therefore, we will derive Theorems $1,2,3$ from Theorem 4 in $\S 2$, which is a result on "Galois-symmetric $S$-unit-vectors."
Let $K, S$ be as before and let $F(\mathbf{X}) \in \mathcal{O}_{S}\left[X_{1}, \ldots, X_{n}\right]$ be a decomposable form of degree $r$. Then $F(\mathbf{X})=l_{1}(\mathbf{X}) \cdots l_{r}(\mathbf{X})$ where $l_{1}, \ldots, l_{r}$ are linear forms with coefficients in some normal extension $L$ of $K$. For $\mathbf{x} \in K^{n}$, put $u_{i}:=l_{i}(\mathbf{x})$ for $i=1, \ldots, r$ and $\mathbf{u}=\left(u_{1}, \ldots, u_{r}\right)$. By multiplying them with constants if necessary, we may assume that the linear factors $l_{1}, \ldots, l_{r}$ of $F$ are permuted by applying any automorphism from $\operatorname{Gal}(L / K)$ to their coefficients. Thus, every $\sigma \in \operatorname{Gal}(L / K)$ permutes $u_{1}, \ldots, u_{r}$, in other words, for every $\sigma \in \operatorname{Gal}(L / K)$ there is a permutation $\sigma(1), \ldots, \sigma(r)$ of $1, \ldots, r$ such that $\sigma\left(u_{i}\right)=u_{\sigma(i)}$ for $i=1, \ldots, r$. Such a vector is said to be Galois-symmetric. There is a finite set of places $S^{\prime}$ on $L$ such that for every solution $\mathbf{x}$ of (1.5), $u_{1}, \ldots, u_{r}$ are $S^{\prime}$-units. Thus, every solution $\mathbf{x}$ of (1.5) corresponds to a Galois-symmetric $S^{\prime}$-unit vector u.

The main tool in the proof of Theorem 4 is our improved quantitative Subspace theorem from [6]. We use several ideas from Schmidt's paper [22] but our arguments differ from that of [22] in that we do not apply the Diophantine approximation techniques to the solutions $\mathbf{x}$ of (1.5) but to the corresponding Galois-symmetric vectors $\mathbf{u}$; for instance, we use the reformulation of the quantitative Subspace theorem in terms of $\mathbf{u}$ which is stated in $\S 4$. In this way we can avoid generalising the reduction theory for norm form equations in [22] to the p-adic case.
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## §2. The main result.

The unit group of a ring or algebra $R$ (always assumed to have a unit element) is denoted by $R^{*}$. The $r$-fold direct sum or product of a ring, group, etc. $G$ is denoted by $G^{r}$. Let $\overline{\mathbb{Q}}$ denote the algebraic closure of $\mathbb{Q}$. For tuples $\lambda=\left(\lambda_{1}, \ldots, \lambda_{r}\right), \mu=\left(\mu_{1}, \ldots, \mu_{r}\right) \in \overline{\mathbb{Q}}^{r}$ we define coordinatewise addition $\lambda+\mu=\left(\lambda_{1}+\mu_{1}, \ldots, \lambda_{r}+\mu_{r}\right)$, scalar multiplication $a \lambda=\left(a \lambda_{1}, \ldots, a \lambda_{r}\right)($ for $a \in \overline{\mathbb{Q}})$, and multiplication $\lambda \mu=\left(\lambda_{1} \mu_{1}, \ldots, \lambda_{r} \mu_{r}\right)$. The Galois group of a Galois extension $F^{\prime} / F$ is denoted by $\operatorname{Gal}\left(F^{\prime} / F\right)$. For any algebraic number field it will be assumed that it is contained in $\overline{\mathbb{Q}}$.
In what follows, $K$ is an algebraic number field and $S$ a finite set of places on $K$, containing all infinite places. We denote by $\overline{\mathcal{O}}_{S}$ the integral closure in $\overline{\mathbb{Q}}$ of the ring of $S$-integers $\mathcal{O}_{S}$.

Let $\Sigma$ be a $\operatorname{Gal}(\overline{\mathbb{Q}} / K)$-action on $\{1, \ldots, r\}$, i.e. a homomorphism from $\operatorname{Gal}(\overline{\mathbb{Q}} / K)$ to the permutation group of $\{1, \ldots, r\}$; thus, $\Sigma$ attaches to every $\sigma \in \operatorname{Gal}(\overline{\mathbb{Q}} / K)$ a permutation $(\sigma(1), \ldots, \sigma(r))$ of $(1, \ldots, r)$. To $\Sigma$ we associate the $K$-algebra

$$
\Lambda_{\Sigma}:=\left\{\lambda=\left(\lambda_{1}, \ldots, \lambda_{r}\right) \in \overline{\mathbb{Q}}^{r}: \quad \begin{array}{ll}
\sigma\left(\lambda_{i}\right)=\lambda_{\sigma(i)} & \text { for } i=1, \ldots, r  \tag{2.1}\\
& \text { and } \sigma \in \operatorname{Gal}(\overline{\mathbb{Q}} / K)
\end{array}\right\}
$$

endowed with coordinatewise addition, multiplication and scalar multiplication by elements of $K$. (Verify that $\Lambda_{\Sigma}$ is closed under these operations). Note that $\Lambda_{\Sigma}$ has unit element $1:=(1, \ldots, 1)$. Further, $\Lambda_{\Sigma}$ has unit group $\Lambda_{\Sigma}^{*}=\left\{\lambda \in \Lambda_{\Sigma}\right.$ : $\left.\lambda_{1} \cdots \lambda_{r} \neq 0\right\}$. *) The diagonal homomorphism $\delta: a \mapsto(a, \ldots, a)=a \cdot \mathbf{1}$ maps $K$ injectively into $\Lambda_{\Sigma}$. For instance, if $\Sigma$ is the trivial $\operatorname{Gal}(\overline{\mathbb{Q}} / K)$-action on $\{1, \ldots, r\}$ then $\Lambda_{\Sigma}$ is the $K$-algebra $K^{r}$ with coordinatewise operations.

Let $\mathcal{P}$ be a $(\Sigma$ - $)$ symmetric partition of $\{1, \ldots, r\}$, that is, a collection of sets $\mathcal{P}=\left\{P_{1}, \ldots, P_{t}\right\}$ such that:
$P_{1}, \ldots, P_{t}$ are non-empty and pairwise disjoint,
$P_{1} \cup \ldots \cup P_{t}=\{1, \ldots, r\}$,
$\sigma\left(P_{i}\right):=\left\{\sigma(k): k \in P_{i}\right\}$ belongs to $\mathcal{P}$ for $i=1, \ldots, r$ and for $\sigma \in \operatorname{Gal}(\overline{\mathbb{Q}} / K)$.

[^0]A pair $i \stackrel{\mathcal{P}}{\sim} j$ is a pair $i, j \in\{1, \ldots, r\}$ such that $i, j$ belong to the same set of $\mathcal{P}$. To $\mathcal{P}$ we associate the following $K$-subalgebra of $\Lambda_{\Sigma}$ :

$$
\Lambda_{\mathcal{P}}=\Lambda_{\Sigma, \mathcal{P}}=\left\{\lambda=\left(\lambda_{1}, \ldots, \lambda_{r}\right) \in \Lambda_{\Sigma}: \lambda_{i}=\lambda_{j} \text { for each pair } i \stackrel{\mathcal{P}}{\sim} j\right\} . \dagger_{)}
$$

For instance, if $\mathcal{P}=\{\{1\}, \ldots,\{r\}\}$ then $\Lambda_{\mathcal{P}}=\Lambda_{\Sigma}$ while if $\mathcal{P}=\{\{1, \ldots, r\}\}$ then $\Lambda_{\mathcal{P}}=\delta(K)$. Further, we define the $\mathcal{O}_{S}$-algebra

$$
\mathcal{O}_{\mathcal{P}, S}:=\Lambda_{\mathcal{P}} \cap\left(\overline{\mathcal{O}}_{S}\right)^{r}=\left\{\lambda=\left(\lambda_{1}, \ldots, \lambda_{r}\right) \in \Lambda_{\mathcal{P}}: \lambda_{i} \in \overline{\mathcal{O}}_{S} \text { for } i=1, \ldots, r\right\}
$$

Note that $\mathcal{O}_{\mathcal{P}, S}$ has unit group

$$
\mathcal{O}_{\mathcal{P}, S}^{*}=\left\{\lambda \in \Lambda_{\mathcal{P}}^{*}: \lambda_{i} \in \overline{\mathcal{O}}_{S}^{*} \text { for } i=1, \ldots, r\right\}
$$

and that $\delta\left(\mathcal{O}_{S}^{*}\right)=\left\{(a, \ldots, a): a \in \mathcal{O}_{S}^{*}\right\}$ is a subgroup of $\mathcal{O}_{\mathcal{P}, S}^{*}$.
Now let $W$ be an $n$-dimensional $K$-linear subspace of $\Lambda_{\Sigma}$, where $n \geq 2$. For each symmetric partition $\mathcal{P}$ of $\Lambda_{\Sigma}$, define the $K$-linear subspace of $W$,

$$
W_{\mathcal{P}}=W_{\Sigma, \mathcal{P}}:=\left\{\mathbf{u} \in W: \lambda \mathbf{u} \in W \text { for every } \lambda \in \Lambda_{\mathcal{P}}\right\} .
$$

For every $\lambda, \mu \in \Lambda_{\mathcal{P}}, \mathbf{u} \in W_{\mathcal{P}}$ we have $\lambda(\mu \mathbf{u})=(\lambda \mu) \mathbf{u} \in W$; hence $\mu \mathbf{u} \in W_{\mathcal{P}}$. Therefore, $W_{\mathcal{P}}$ is closed under multiplication by elements of $\Lambda_{\mathcal{P}}$. It is in fact the largest subspace of $W$ with this property. The spaces $W_{\mathcal{P}}$ appeared also in Győry's paper [9].

Definition. $\mathbf{u} \in W$ is called $S$-non-degenerate if

$$
\begin{equation*}
\mathbf{u} \notin W_{\mathcal{P}} \text { for each symmetric partition } \mathcal{P} \text { of }\{1, \ldots, r\} \tag{2.2}
\end{equation*}
$$

for which $\mathcal{O}_{\mathcal{P}, S}^{*} / \delta\left(\mathcal{O}_{S}^{*}\right)$ is infinite,
and $S$-degenerate otherwise.

At the end of this section (cf. Remark 3), we have listed the symmetric partitions $\mathcal{P}$ for which $\mathcal{O}_{\mathcal{P}, S}^{*} / \delta\left(\mathcal{O}_{S}^{*}\right)$ is finite.

For our applications to decomposable form equations, norm form equations and $S$-unit equations we need a result on the set of vectors $\mathbf{u}=\left(u_{1}, \ldots, u_{r}\right) \in W$ with $u_{1}, \ldots, u_{r} \in \overline{\mathcal{O}}_{S}^{*}$. Since for this we did not have to change our arguments, we proved a slightly more general "projective" result about elements $\mathbf{u}$ of $W$ for which the quotients $u_{i} / u_{j}$ belong to $\overline{\mathcal{O}}_{S}^{*}$. A $K^{*}$-coset is a set $\left\{a \mathbf{u}: a \in K^{*}\right\}$ with some fixed $\mathbf{u} \in \Lambda_{\Sigma}$.
$\dagger$ ) In fact, in this way we obtain all $K$-subalgebras of $\Lambda_{\Sigma}$ containing 1.

Theorem 4. Let $K$ be an algebraic number field, $S$ a finite set of places of $K$ of cardinality $s$ containing all infinite places, $\Sigma$ a $\operatorname{Gal}(\overline{\mathbb{Q}} / K)$ - action on $\{1, \ldots, r\}$ and $W$ an $n$-dimensional $K$-linear subspace of

$$
\Lambda_{\Sigma}=\left\{\lambda \in \overline{\mathbb{Q}}^{r}: \sigma\left(\lambda_{i}\right)=\lambda_{\sigma(i)} \text { for } i=1, \ldots, r, \sigma \in \operatorname{Gal}(\overline{\mathbb{Q}} / K)\right\}
$$

where $r \geq 2, n \geq 2$. Then the set of $\mathbf{u} \in W$ for which

$$
\begin{align*}
& u_{1} \cdots u_{r} \neq 0, \quad u_{i} / u_{j} \in \overline{\mathcal{O}}_{S}^{*} \text { for } i, j=1, \ldots, r,  \tag{2.3}\\
& \mathbf{u} \text { is } S \text {-non-degenerate } \tag{2.4}
\end{align*}
$$

is the union of at most

$$
\begin{equation*}
\left(2^{33} r^{2}\right)^{n^{3} s} \tag{2.5}
\end{equation*}
$$

$K^{*}$-cosets.

Clearly, if u satisfies (2.3), (2.4), then so does $a \mathbf{u}$ for every $a \in K^{*}$; therefore, it makes sense to count the number of $K^{*}$-cosets of elements $\mathbf{u} \in W$ with (2.3), (2.4). We remark that a $K^{*}$-coset of elements of $\Lambda_{\Sigma}$ satisfying (2.3) need not contain an $\mathbf{u}=\left(u_{1}, \ldots, u_{r}\right)$ with $u_{1}, \ldots, u_{r} \in \overline{\mathcal{O}}_{S}^{*}$.

Remark 1. From an $S$-degenerate element u of $W$ with (2.3) one can construct infinitely many $K^{*}$-cosets of such elements. Namely, let $\mathbf{u} \in W_{\mathcal{P}}$ for some symmetric partition $\mathcal{P}$ of $\{1, \ldots, r\}$ for which $\mathcal{O}_{\mathcal{P}, S}^{*} / \delta\left(\mathcal{O}_{S}^{*}\right)$ is infinite. Every element of the set $H:=\left\{\zeta \mathbf{u}: \zeta \in \mathcal{O}_{\mathcal{P}, S}^{*}\right\}$ belongs to $W_{\mathcal{P}}$ and satisfies (2.3). Moreover, since $\mathcal{O}_{\mathcal{P}, S}^{*} \cap \delta\left(K^{*}\right)=\delta\left(\mathcal{O}_{S}^{*}\right)$, the set $H$ is not contained in the union of finitely many $K^{*}$-cosets.

We now define the notion of $(F, S)$-degeneracy for decomposable forms $F$. Let as before $S$ be a finite set of places on $K$ of cardinality $s$, containing all infinite places. Further, let $F(\mathbf{X})=l_{1}(\mathbf{X}) \cdots l_{r}(\mathbf{X}) \in \mathcal{O}_{S}\left[X_{1}, \ldots, X_{n}\right]$ be a decomposable form of degree $r$ in $n \geq 2$ variables, where $l_{1}, \ldots, l_{r}$ are homogeneous linear forms in $n$ variables with coefficients from $\overline{\mathbb{Q}}$ such that

$$
\begin{equation*}
\left\{\mathbf{x} \in K^{n}: l_{1}(\mathbf{x})=0, \ldots, l_{r}(\mathbf{x})=0\right\}=\{\mathbf{0}\} . \tag{1.14}
\end{equation*}
$$

Define the $K$-linear map and the $K$-vector space

$$
\varphi: K^{n} \rightarrow \overline{\mathbb{Q}}^{r}: \varphi(\mathbf{x})=\left(l_{1}(\mathbf{x}), \ldots, l_{r}(\mathbf{x})\right) \text { and } W=\varphi\left(K^{n}\right)
$$

respectively. $\varphi$ is injective because of (1.14). By applying $\sigma \in \operatorname{Gal}(\overline{\mathbb{Q}} / K)$ to the coefficients of $l_{1}, \ldots, l_{r}$ we obtain the same linear forms, but multiplied with certain
constants and in permuted order. In other words, there is a $\operatorname{Gal}(\overline{\mathbb{Q}} / K)$-action $\Sigma$ on $\{1, \ldots, r\}$ such that

$$
\begin{equation*}
\sigma\left(l_{i}\right)=c_{\sigma i} l_{\sigma(i)} \text { for } i=1, \ldots, r, \sigma \in \operatorname{Gal}(\overline{\mathbb{Q}} / K), \tag{2.6}
\end{equation*}
$$

where $\sigma\left(l_{i}\right)$ is the linear form obtained by applying $\sigma$ to the coefficients of $l_{i}$ and where $c_{\sigma i}$ is some constant. We define again the space $W_{\mathcal{P}}$ by $\{\mathbf{u} \in W: \lambda \mathbf{u} \in W$ for every $\left.\lambda \in \Lambda_{\mathcal{P}}\right\}$.

Definition. $\mathbf{x} \in K^{n}$ is called $(F, S)$-non-degenerate if $\varphi(\mathbf{x})$ is $S$-non-degenerate, i.e. if $\varphi(\mathbf{x}) \notin W_{\mathcal{P}}$ for every symmetric partition $\mathcal{P}$ of $\{1, \ldots, r\}$ for which $\mathcal{O}_{\mathcal{P}, S}^{*} / \delta\left(\mathcal{O}_{S}^{*}\right)$ is infinite. Otherwise, $\mathbf{x}$ is called $(F, S)$-degenerate.

Clearly, if $\mathbf{x}$ is $(F, S)$-(non-) degenerate, then so is every element in the $\mathcal{O}_{S}^{*}$-coset $\left\{\epsilon \mathrm{x}: \epsilon \in \mathcal{O}_{S}^{*}\right\}$.

We claim that the set of $(F, S)$-non-degenerate elements of $K^{n}$ does not depend on the choice of the factorisation $l_{1} \cdots l_{r}$ of $F$ into linear forms and moreover, does not change when $F$ is replaced by $c F$ for some $c \in K^{*}$. Namely, let $l_{1}^{\prime} \cdots l_{r}^{\prime}$ be a factorisation of $c F$ into linear forms. Then there is a tuple of non-zero algebraic numbers $\mathbf{c}=\left(c_{1}, \ldots, c_{r}\right)$ such that $l_{1}^{\prime}, \ldots, l_{r}^{\prime}$ is a permutation of $c_{1} l_{1}, \ldots, c_{r} l_{r}$. Put $\varphi^{\prime}(\mathbf{x})=\left(l_{1}^{\prime}(\mathbf{x}), \ldots, l_{r}^{\prime}(\mathbf{x})\right), W^{\prime}:=\varphi^{\prime}\left(K^{n}\right)$. Then $\varphi^{\prime}=\tau \circ t \circ \varphi$, where $t$ denotes coordinatewise multiplication with $\mathbf{c}$ and $\tau$ is some permutation of coordinates. $t$ maps the $S$-non-degenerate elements of $W$ bijectively to those of $t(W)$ since $t(W)_{\mathcal{P}}=t\left(W_{\mathcal{P}}\right)$ for each symmetric partition $\mathcal{P}$ of $\{1, \ldots, r\}$. Further, it is easy to verify that $\tau$ maps $\Lambda_{\Sigma}$ to $\Lambda_{\Sigma^{\prime}}$ where $\Sigma^{\prime}$ is some other $\operatorname{Gal}(\overline{\mathbb{Q}} / K)$-action of $\{1, \ldots, r\}$ and that for each $\Sigma$-symmetric partition $\mathcal{P}$ of $\{1, \ldots, r\}, \tau$ maps $t(W)_{\mathcal{P}}$ to $W_{\mathcal{P}}^{\prime}$, where $\mathcal{P}^{\prime}$ is some $\Sigma^{\prime}$-symmetric partition of $\{1, \ldots, r\}$. Hence $\tau$ maps the $S$-non-degenerate elements of $t(W)$ bijectively to those of $W^{\prime}$. This proves our claim.

Below, we shall derive Theorems 1,2 and 3 from Theorem 4. We need the following lemma.

Lemma 1. Let $G(\mathbf{X})=G_{1}(\mathbf{X}) \ldots G_{r}(\mathbf{X})$ be a form in $\mathcal{O}_{S}\left[X_{1}, \ldots, X_{n}\right]$, where $G_{1}, \ldots, G_{r}$ are homogeneous polynomials with coefficients from $\overline{\mathbb{Q}}$. Then for every $\mathbf{x}, \mathbf{y} \in \mathcal{O}_{S}^{n}$ with $G(\mathbf{x}) \in \mathcal{O}_{S}^{*}, G(\mathbf{y}) \in \mathcal{O}_{S}^{*}$ we have

$$
G_{i}(\mathbf{x}) / G_{i}(\mathbf{y}) \in \overline{\mathcal{O}}_{S}^{*} \text { for } i=1, \ldots, r
$$

Proof. Let $L$ be a finite extension of $K$ containing the coefficients of $G_{1}, \ldots, G_{r}$. Let $R$ denote the integral closure of $\mathcal{O}_{S}$ in $L$; then $R^{*}$ is a subgroup of $\overline{\mathcal{O}}_{S}^{*}$. For a polynomial $P$ with coefficients from $L$, denote by $(P)$ the fractional ideal with respect to $R$ generated by the coefficients of $P$. Using Gauss' lemma for Dedekind
domains we obtain $\left(G_{1}\right) \ldots\left(G_{r}\right)=(G) \subseteq R$. Further, we have $G_{i}(\mathbf{x}) \in\left(G_{i}\right)$ for $i=1, \ldots, r$ and $G_{1}(\mathbf{x}) \ldots G_{r}(\mathbf{x})=G(\mathbf{x}) \in R^{*}$. It follows that for $i=1, \ldots, r$ we have $\left(G_{i}(\mathbf{x})\right)=\left(G_{i}\right)$. Clearly the same holds for $\mathbf{y}$. It follows that for $i=1, \ldots, r, G_{i}(\mathbf{x})$ and $G_{i}(\mathbf{y})$ generate the same ideal i.e. their quotient belongs to $R^{*}$.

## Proof of Theorem 1 (on decomposable form equations).

Recall that we are considering eq. (1.5) $F(\mathbf{x}) \in \mathcal{O}_{S}^{*}$ in $\mathbf{x} \in \mathcal{O}_{S}^{n}$. We assume that (1.5) has a solution, $\mathbf{y}$, say. Replacing $l_{i}$ by $l_{i}(\mathbf{y})^{-1} l_{i}$ for $i=1, \ldots, r$ and $F$ by $F(\mathbf{y})^{-1} F$ does not affect the set of $(F, S)$-non-degenerate solutions of (1.5). Therefore, we may assume that $l_{i}(\mathbf{y})=1$ for $i=1, \ldots, r$, and shall do so in the sequel. Thus, the constants $c_{\sigma i}$ in (2.6) are equal to 1 , i.e. $\sigma\left(l_{i}\right)=l_{\sigma(i)}$ for $i=1, \ldots, r, \sigma \in \operatorname{Gal}(\overline{\mathbb{Q}} / K)$. It follows that $W=\varphi\left(K^{n}\right)$ is a $K$-linear subspace of $\Lambda_{\Sigma}$. Further, $\varphi(\mathbf{x})=\left(l_{1}(\mathbf{x}) / l_{1}(\mathbf{y}), \ldots, l_{r}(\mathbf{x}) / l_{r}(\mathbf{y})\right)$. From the injectivity of $\varphi$ it follows that $\operatorname{dim} W=n$ and that $\varphi$ maps different $\mathcal{O}_{S}^{*}$-cosets in $\mathcal{O}_{S}^{n}$ into different $K^{*}$-cosets in $W$. If $\mathbf{x}$ is any $(F, S)$-non-degenerate solution of (1.5), then by definition, $\varphi(\mathbf{x})$ is an $S$-non-degenerate element of $W$; further, by Lemma 1 with $G_{i}=l_{i}$, the coordinates of $\varphi(\mathbf{x})$ belong to $\overline{\mathcal{O}}_{S}^{*}$, whence $\varphi(\mathbf{x})$ satisfies (2.3). Now Theorem 1 follows at once by applying Theorem 4 to $W$.

Remark 2. We now show that from an $(F, S)$-degenerate solution of (1.5) it is possible to construct infinitely many $\mathcal{O}_{S}^{*}$-cosets of such solutions. Let x be an $(F, S)$-degenerate solution of (1.5) with $\varphi(\mathbf{x}) \in W_{\mathcal{P}}$, where $\mathcal{P}$ is a symmetric partition of $\{1, \ldots, r\}$ for which $\mathcal{O}_{\mathcal{P}, S}^{*} / \delta\left(\mathcal{O}_{S}^{*}\right)$ is infinite. For every $\lambda \in \Lambda_{\mathcal{P}}$, put $\mathbf{x}_{\lambda}:=\varphi^{-1}(\lambda . \varphi(\mathbf{x}))$; note that $\mathbf{x}_{\lambda} \in \varphi^{-1}\left(W_{\mathcal{P}}\right) . \mathcal{O}_{\mathcal{P}, S}$ is a finitely generated $\mathcal{O}_{S^{-}}$ module; let $\left\{\lambda_{1}, \ldots, \lambda_{t}\right\}$ be a set of generators. There is a non-zero $d \in \mathcal{O}_{S}$ such that $d \mathbf{x}_{\lambda_{i}} \in \mathcal{O}_{S}^{n}$ for $i=1, \ldots, t$. Then $d \mathbf{x}_{\lambda} \in \mathcal{O}_{S}^{n}$ for every $\lambda \in \mathcal{O}_{\mathcal{P}, S}$. There is a positive integer $m$ such that $\eta^{m}-\mathbf{1} \in d \mathcal{O}_{\mathcal{P}, S}$ for every $\eta \in \mathcal{O}_{\mathcal{P}, S}^{*}$ since $\mathcal{O}_{\mathcal{P}, S} / d \mathcal{O}_{\mathcal{P}, S}$ is finite.

Now let

$$
G:=\left\{\epsilon \eta^{m}: \epsilon \in \mathcal{O}_{S}^{*}, \eta \in \mathcal{O}_{\mathcal{P}, S}^{*}\right\} .
$$

For $\zeta=\epsilon \eta^{m} \in G$ we have $\zeta=\epsilon \mathbf{1}+d \lambda$ for some $\lambda \in \mathcal{O}_{\mathcal{P}, S}$. Hence $\mathbf{x}_{\zeta}=\varphi^{-1}(\{\epsilon \mathbf{1}+$ $d \lambda\} \varphi(\mathbf{x}))=\epsilon \mathbf{x}+d \mathbf{x}_{\lambda} \in \mathcal{O}_{S}^{n}$. Moreover, if $\zeta=\left(\zeta_{1}, \ldots, \zeta_{r}\right)$, then $\zeta_{1} \cdots \zeta_{r} \in \overline{\mathcal{O}}_{S}^{*} \cap K^{*}=$ $\mathcal{O}_{S}^{*}$. Therefore, $F\left(\mathbf{x}_{\zeta}\right)=\zeta_{1} \ldots \zeta_{r} F(\mathbf{x}) \in \mathcal{O}_{S}^{*}$, i.e., $\mathbf{x}_{\zeta}$ satisfies (1.5). Since $\mathcal{O}_{\mathcal{P}, S}^{*}$ is finitely generated, $G$ has finite index in $\mathcal{O}_{\mathcal{P}, S}^{*}$. Therefore, $G / \delta\left(\mathcal{O}_{S}^{*}\right)$ is infinite. Hence the set of vectors $\zeta \varphi(\mathbf{x})$, and so the set of vectors $\mathbf{x}_{\zeta}(\zeta \in G)$, is not contained in the union of finitely many $\mathcal{O}_{S}^{*}$-cosets.

Proof of Theorem 2 (on norm form equations).
Let $S$ be as before. Further, let $M$ be a finite extension of $K$ of degree $r$ and let $\mathcal{M}$ be a finitely generated $\mathcal{O}_{S}$-submodule of $M$, such that the $K$-vector space $V:=K \mathcal{M}=\{a \xi: a \in K, \xi \in \mathcal{M}\}$ has dimension $n$. Choose a set of generators
$\left\{\alpha_{1}, \ldots, \alpha_{m}\right\}$ for $\mathcal{M}$. We assume that

$$
\begin{equation*}
1 \in \mathcal{M}, \quad N_{M / K}\left(\alpha_{1} X_{1}+\ldots+\alpha_{m} X_{m}\right) \in \mathcal{O}_{S}\left[X_{1}, \ldots, X_{m}\right] \tag{2.7}
\end{equation*}
$$

and we consider the equation

$$
\begin{equation*}
N_{M / K}(\xi) \in \mathcal{O}_{S}^{*} \quad \text { in } \xi \in \mathcal{M} . \tag{2.8}
\end{equation*}
$$

We show that (2.8) has at most $C:=\left(2^{33} r^{2}\right)^{n^{3} s} \mathcal{O}_{S}^{*}$-cosets of solutions. In Theorem 2 we considered the more general equation (1.16) $c N_{M / K}(\xi) \in \mathcal{O}_{S}^{*}$ in $\mathbf{x} \in \mathcal{O}_{S}^{n}$ and we assumed that $c N_{M / K}\left(\alpha_{1} X_{1}+\ldots+\alpha_{m} X_{m}\right)$ has its coefficients in $\mathcal{O}_{S}$, for some $c \in K^{*}$. However, taking a solution $\xi_{0}$ of (1.16), we have for any solution $\xi_{1}$ of (1.16) that $\xi_{1}^{\prime}:=\xi_{1} / \xi_{0}$ is a solution of $N_{M / K}\left(\xi^{\prime}\right) \in \mathcal{O}_{S}^{*}$ in $\xi^{\prime} \in \mathcal{M}^{\prime}$ where $\mathcal{M}^{\prime}=\xi_{0}^{-1} \mathcal{M}$; moreover, $\mathcal{M}^{\prime}$ satisfies (2.7). So it suffices to consider eq. (2.8).

Let $\xi \mapsto \xi^{(1)}, \ldots, \xi \mapsto \xi^{(r)}$ denote the $K$-isomorphic embeddings of $M$ into $\overline{\mathbb{Q}}$, where $\xi^{(1)}=\xi$. The mapping

$$
\psi: M \hookrightarrow \overline{\mathbb{Q}}^{r}: \psi(\xi)=\left(\xi^{(1)}, \ldots, \xi^{(r)}\right)
$$

is a $K$-algebra isomorphism from $M$ to $\Lambda_{\Sigma}$, where $\Sigma$ is the $\operatorname{Gal}(\overline{\mathbb{Q}} / K)$-action on $\{1, \ldots, r\}$ defined by $\sigma\left(\xi^{(i)}\right)=\xi^{(\sigma(i))}$ for $i=1, \ldots, r$. Put $W:=\psi(V)$.

We claim that if $\xi$ is an $S$-non-degenerate element of $V$ then $\psi(\xi)$ is an $S$-nondegenerate element of $W$. Namely, suppose that $\xi \in V$ is such that $\psi(\xi)$ is an $S$-degenerate element of $W$. Then $\psi(\xi) \in W_{\mathcal{P}}$ for some symmetric partition $\mathcal{P}$ of $\{1, \ldots, r\}$ for which $\mathcal{O}_{\mathcal{P}, S}^{*} / \delta\left(\mathcal{O}_{S}^{*}\right)$ is infinite. Let $J:=\psi^{-1}\left(\Lambda_{\mathcal{P}}\right)$. Then $J$ is a $K$-subalgebra of $M$ containing 1 , hence a subfield of $M$ containing $K$. Denote by $\mathcal{O}_{J, S}$ the integral closure of $\mathcal{O}_{S}$ in $J$. Then for $\varepsilon \in J$ we have $\varepsilon \in \mathcal{O}_{J, S}^{*}$ if and only if $\psi(\varepsilon)=\left(\varepsilon^{(1)}, \ldots, \varepsilon^{(r)}\right) \in\left(\overline{\mathcal{O}}_{S}^{*}\right)^{r}$. Hence $\psi\left(\mathcal{O}_{J, S}^{*}\right)=\Lambda_{\mathcal{P}} \cap\left(\overline{\mathcal{O}}_{S}^{*}\right)^{r}=\mathcal{O}_{\mathcal{P}, S}^{*}$. Further, $\psi\left(\mathcal{O}_{S}^{*}\right)=\delta\left(\mathcal{O}_{S}^{*}\right)$, since both maps make an $r$-fold copy of $\xi \in K$. Hence $\mathcal{O}_{J, S}^{*} / \mathcal{O}_{S}^{*}$ is infinite. Moreover, since $\psi(\xi) \in W_{\mathcal{P}}$ we have $\psi(\xi) \psi(J)=\psi(\xi) \Lambda_{\mathcal{P}} \subseteq W=\psi(V)$, i.e. $\xi J \subseteq V$, which implies $\xi \in V^{J}$. It follows that $\xi$ is an $S$-degenerate element of $V$. This proves our claim.

Let $\xi \in \mathcal{M}$ be a solution of (2.8). Choose a vector $\mathbf{x}=\left(x_{1}, \ldots, x_{m}\right) \in \mathcal{O}_{S}^{m}$ with $\xi=\sum_{i} x_{i} \alpha_{i}$; by (2.7) there is a vector $\mathbf{y}=\left(y_{1}, \ldots, y_{m}\right) \in \mathcal{O}_{S}^{m}$ with $1=\sum_{i} y_{i} \alpha_{i}$. Define the linear forms $l_{i}(\mathbf{X})=\alpha_{1}^{(i)} X_{1}+\ldots+\alpha_{m}^{(i)} X_{m}$ for $i=1, \ldots, r$. Then by (2.7), their product $F$ has its coefficients in $\mathcal{O}_{S}$. Hence by Lemma 1, $\xi^{(i)}=l_{i}(\mathbf{x}) / l_{i}(\mathbf{y}) \in$ $\overline{\mathcal{O}}_{S}^{*}$ for $i=1, \ldots, r$. Therefore, $\psi(\xi)$ satisfies (2.3). Now by applying Theorem 4 to $W=\psi(V)$, using our claim from above and observing that $\psi$ maps different $\mathcal{O}_{S}^{*}$-cosets into different $K^{*}$-cosets we infer that (2.8) has at most $C \mathcal{O}_{S}^{*}$-cosets of solutions. This implies Theorem 2.

Proof of Theorem 3 (on $S$-unit equations).
Let $S$ be as before, and $a_{1}, \ldots, a_{n} \in K^{*}$. Recall that we have to estimate the number of solutions of

$$
\begin{equation*}
a_{1} u_{1}+\ldots+a_{n} u_{n}=1 \quad \text { in } u_{1}, \ldots, u_{n} \in \mathcal{O}_{S}^{*} \tag{1.10}
\end{equation*}
$$

with

$$
\begin{equation*}
\sum_{i \in I} a_{i} u_{i} \neq 0 \quad \text { for each non-empty subset } I \text { of }\{1, \ldots, n\} \tag{1.11}
\end{equation*}
$$

Let $\Sigma$ be the trivial action on $\{1, \ldots, n+1\}$ so that $\Lambda_{\Sigma}=K^{n+1}$ endowed with coordinatewise operations. Put $a_{n+1}:=-1$. Define the $K$-linear subspace of $\Lambda_{\Sigma}$ :

$$
W=\left\{\mathbf{u}=\left(u_{1}, \ldots, u_{n+1}\right) \in \Lambda_{\Sigma}: a_{1} u_{1}+\ldots+a_{n} u_{n}+a_{n+1} u_{n+1}=0\right\}
$$

Let $\left(u_{1}, \ldots, u_{n}\right)$ be a solution of (1.10) with (1.11) and put $\mathbf{u}:=\left(u_{1}, \ldots, u_{n}, 1\right)$. Thus, $\mathbf{u} \in W$. We show that $\mathbf{u}$ is $S$-non-degenerate. Assume the contrary. Then $\mathbf{u} \in W_{\mathcal{P}}$ for some partition $\mathcal{P}=\left\{P_{1}, \ldots, P_{t}\right\}$ of $\{1, \ldots, n+1\}$ with $t \geq 2$. We have $\Lambda_{\mathcal{P}}=\left\{\lambda=\left(\lambda_{1}, \ldots, \lambda_{n+1}\right) \in K^{n+1}: \quad \lambda_{i}=\lambda_{j}\right.$ for each pair $\left.i \stackrel{\mathcal{D}}{\sim} j\right\}$; there are no conjugacy relations between the $\lambda_{i}$ since $\Sigma$ is trivial. We assume without loss of generality that $n+1 \notin P_{1}$. Choose $\lambda \in \Lambda_{\mathcal{P}}$ with $\lambda_{i}=1$ for $i \in P_{1}, \lambda_{i}=0$ for $i \in P_{2} \cup \ldots \cup P_{t}$. We have $\lambda \mathbf{u} \in W$ which implies that $\sum_{i \in P_{1}} a_{i} u_{i}=0$. But this contradicts (1.11).
By Theorem 4 with $r=n+1$, there are at most $\left(2^{33}(n+1)^{2}\right)^{n^{3} s} S$-non-degenerate vectors $\mathbf{u}=\left(u_{1}, \ldots, u_{n}, 1\right) \in W$ with $u_{1}, \ldots, u_{n} \in \mathcal{O}_{S}^{*}$. This implies Theorem 3 .

Remark 3. Let as before $K$ be an algebraic number field, $S$ a finite set of places on $K$ containing all infinite places, and $\Sigma$ a $\operatorname{Gal}(\overline{\mathbb{Q}} / K)$-action on $\{1, \ldots, r\}$. Lemma 8 of [5] (equivalence (ii) $\Longleftrightarrow$ (iii) with $\mathcal{O}_{\mathcal{P}, S}^{*}$ replacing $G(F)$ ) gives a description of the symmetric partitions $\mathcal{P}$ of $\{1, \ldots, r\}$ for which $\mathcal{O}_{\mathcal{P}, S}^{*} / \delta\left(\mathcal{O}_{S}^{*}\right)$ is finite. For the sake of completeness we recall this result.
Let $\mathcal{P}=\left\{P_{1}, \ldots, P_{t}\right\}$ be a symmetric partition of $\{1, \ldots, r\}$. Define the fields $K_{1}, \ldots, K_{t}$ by
$\operatorname{Gal}\left(\overline{\mathbb{Q}} / K_{j}\right)=\left\{\sigma \in \operatorname{Gal}(\overline{\mathbb{Q}} / K): \sigma\left(P_{j}\right)=P_{j}\right\} \quad$ for $j=1, \ldots, t$.
Divide $\left\{P_{1}, \ldots, P_{t}\right\}$ into orbits such that $P_{i}, P_{j}$ belong to the same orbit if and only if $P_{j}=\sigma\left(P_{i}\right)$ for some $\sigma \in \operatorname{Gal}(\overline{\mathbb{Q}} / K)$. In that case, $\sigma\left(K_{i}\right)=K_{j}$. Let $u$ be the number of orbits. Then $\mathcal{O}_{\mathcal{P}, S}^{*} / \delta\left(\mathcal{O}_{S}^{*}\right)$ is finite if and only if one of the conditions (2.9.a,b,c) below is satisfied:
(2.9.a) $u=1, t=1$, i.e. $\mathcal{P}=\{\{1, \ldots, r\}\} ;$
(2.9.b) $\quad u=1, t=2, K$ is totally real and $K_{1}$ is a totally complex quadratic extension of $K$ such that none of the prime ideals in $S$ splits into two prime ideals in $K_{1}$; further, $K_{2}=\sigma\left(K_{1}\right)=K_{1}$ for some $\sigma \in \operatorname{Gal}(\overline{\mathbb{Q}} / K)$;
$u \geq 2$, each field among $K, K_{1}, \ldots, K_{t}$ is either $\mathbb{Q}$ or an imaginary quadratic field, and $S=\{\infty\}$, where $\infty$ is the only infinite place of $K$.

## §3. Absolute values and heights.

Let $K$ be an algebraic number field and denote by $M_{K}$ the set of places of $K . M_{K}$ consists of the embeddings $\sigma: K \hookrightarrow \mathbb{R}$ which are called real infinite places; the pairs of complex conjugate embeddings $\sigma, \bar{\sigma}: K \hookrightarrow \mathbb{C}$ which are called complex infinite places; and the prime ideals of $\mathcal{O}_{K}$ which are also called finite places. For every $v \in M_{K}$ we define an absolute value $|\cdot|_{v}$ as follows:

$|\cdot|_{v}:=|\sigma(.)|^{2 /[K: \mathbb{Q}]}=|\bar{\sigma}(.)|^{2 /[K: \mathbb{Q}]}$ if $v$ is a complex infinite place $\{\sigma, \bar{\sigma}: K \hookrightarrow \mathbb{C}\} ;$
$|\cdot|_{v}:=\left(N_{\wp}\right)^{-\operatorname{ord}_{\wp}(.) /[K: \mathbb{Q}]}$ if $v$ is a finite place, i.e. prime ideal $\wp$ of $\mathcal{O}_{K}$;
here $N \wp$ is the norm of $\wp$, i.e. the cardinality of $\mathcal{O}_{K} / \wp$, and $\operatorname{ord}_{\wp}(x)$ is the exponent of $\wp$ in the prime ideal decomposition of $(x)$. For every $v \in M_{K}$ we choose a continuation of $|.|_{v}$ to $\overline{\mathbb{Q}}$, denoted also by $|\cdot|_{v}$, and fix this in the sequel. Note that if $S$ is a finite subset of $M_{K}$ containing all (real and complex) infinite places, then

$$
\mathcal{O}_{S}=\left\{x \in K:|x|_{v} \leq 1 \text { for } v \notin S\right\}, \quad \mathcal{O}_{S}^{*}=\left\{x \in K:|x|_{v}=1 \text { for } v \notin S\right\} ;
$$

here we write $v \notin S$ for $v \in M_{K} \backslash S$. The absolute values defined above satisfy the Product formula

$$
\prod_{v}|a|_{v}=1 \quad \text { for } a \in K^{*}
$$

(product over $M_{K}$ ) and the Extension formulas for each finite extension $L$ of $K$,

$$
\begin{array}{r}
\prod_{w \mid v}|a|_{w}=\left|N_{L / K}(a)\right|_{v}^{1 /[L: K]} \quad \text { for } a \in L, v \in M_{K} \\
\prod_{w \mid v}|a|_{w}=|a|_{v} \quad \text { for } a \in K, v \in M_{K}
\end{array}
$$

where the product is taken over all $w \in M_{L}$ lying above $v$ (i.e. over all $w$ such that the restriction of $|\cdot|_{w}$ to $K$ is a power of $\left.|\cdot|_{v}\right)$.

For a vector $\mathbf{x}=\left(x_{1}, \ldots, x_{r}\right) \in \overline{\mathbb{Q}}^{r}$, put

$$
|\mathbf{x}|_{v}=\left|x_{1}, \ldots, x_{r}\right|_{v}:=\max \left(\left|x_{1}\right|_{v}, \ldots,\left|x_{r}\right|_{v}\right) \quad \text { for } \quad v \in M_{K}
$$

Define the height of $\mathbf{x}=\left(x_{1}, \ldots, x_{r}\right) \in \overline{\mathbb{Q}}^{r}$ by

$$
H(\mathbf{x})=H\left(x_{1}, \ldots, x_{r}\right):=\prod_{w \in M_{L}}|\mathbf{x}|_{w},
$$

where $L$ is any number field containing $x_{1}, \ldots, x_{r}$ and $|\mathbf{x}|_{w}$ is defined similarly as $|\mathbf{x}|_{v}$. By the Extension formula, this does not depend on $L$. By the Product formula, we have

$$
H(\lambda \mathbf{x})=H(\mathbf{x}) \quad \text { for } \mathbf{x} \in \overline{\mathbb{Q}}^{r}, \lambda \in \overline{\mathbb{Q}}^{*} .
$$

Note that $H(\mathbf{x}) \geq 1$ if $\mathbf{x} \neq \mathbf{0}$.

For $v \in M_{K}$, put

$$
\begin{aligned}
& s(v)=\frac{1}{[K: \mathbb{Q}]} \text { if } v \text { is real infinite, } s(v)=\frac{2}{[K: \mathbb{Q}]} \text { if } v \text { is complex infinite, } \\
& s(v)=0 \text { if } v \text { is finite. }
\end{aligned}
$$

For the numbers $r_{1}, r_{2}$ of real infinite places, complex infinite places, respectively we have $r_{1}+2 r_{2}=[K: \mathbb{Q}]$. Hence

$$
\sum_{v} s(v)=\sum_{v \mid \infty} s(v)=1
$$

We define the scalar product of $\mathbf{x}=\left(x_{1}, \ldots, x_{r}\right), \mathbf{y}=\left(y_{1}, \ldots, y_{r}\right) \in \overline{\mathbb{Q}}^{r}$ as usual by

$$
(\mathbf{x}, \mathbf{y})=x_{1} y_{1}+\ldots+x_{r} y_{r} .
$$

We shall frequently use the following straightforward inequalities which are valid for every $v \in M_{K}$ :

$$
\begin{align*}
& \left|n_{1} a_{1}+\ldots+n_{r} a_{r}\right|_{v} \leq\left(\left|n_{1}\right|+\ldots+\left|n_{r}\right|\right)^{s(v)} \max \left(\left|a_{1}\right|_{v}, \ldots,\left|a_{r}\right|_{v}\right)  \tag{3.1}\\
& \quad \text { for } n_{1}, \ldots, n_{r} \in \mathbb{Z}, a_{1}, \ldots, a_{r} \in \overline{\mathbb{Q}}, \\
& |(\mathbf{x}, \mathbf{y})|_{v} \leq r^{s(v)}|\mathbf{x}|_{v}|\mathbf{y}|_{v} \text { for } \mathbf{x}, \mathbf{y} \in \overline{\mathbb{Q}}^{r},  \tag{3.2}\\
& \left|\operatorname{det}\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{r}\right)\right|_{v} \leq(r!)^{s(v)}\left|\mathbf{x}_{1}\right|_{v} \cdots\left|\mathbf{x}_{r}\right|_{v} \text { for } \mathbf{x}_{1}, \ldots, \mathbf{x}_{r} \in \overline{\mathbb{Q}}^{r} . \tag{3.3}
\end{align*}
$$

We can generalise (3.3) to exterior products. Let $n \in\{1, \ldots, r\}$ and $\mathbf{x}_{1}, \ldots, \mathbf{x}_{n} \in \overline{\mathbb{Q}}^{r}$. For $I=\left\{i_{1}, \ldots, i_{n}\right\}$ with $1 \leq i_{1}<\ldots<i_{n} \leq r$, define the $n \times n$-determinant

$$
\left(\mathbf{x}_{1} \wedge \ldots \wedge \mathbf{x}_{n}\right)_{I}:=\left|\begin{array}{ccc}
x_{1, i_{1}} & \ldots & x_{1, i_{n}} \\
\vdots & & \vdots \\
x_{n, i_{1}} & \ldots & x_{n, i_{n}}
\end{array}\right|
$$

where $\mathbf{x}_{i}=\left(x_{i 1}, \ldots, x_{i r}\right)$. Letting $I_{1}, \ldots, I_{\binom{r}{n}}$ be the subsets of $\{1, \ldots, r\}$ of cardinality $n$ in some fixed order, we define

$$
\mathbf{x}_{1} \wedge \ldots \wedge \mathbf{x}_{n}:=\left(\left(\mathbf{x}_{1} \wedge \ldots \wedge \mathbf{x}_{n}\right)_{I_{1}}, \ldots,\left(\mathbf{x}_{1} \wedge \ldots \wedge \mathbf{x}_{n}\right)_{I_{( }^{r}}^{n} \begin{array}{l}
n
\end{array}\right) \in \overline{\mathbb{Q}}^{\binom{r}{n}} .
$$

Note that $\mathbf{x}_{1} \wedge \ldots \wedge \mathbf{x}_{n} \neq \mathbf{0}$ if and only if $\left\{\mathbf{x}_{1}, \ldots, \mathbf{x}_{n}\right\}$ is ( $\overline{\mathbb{Q}}$-) linearly independent. Clearly (3.3) can be generalised to

$$
\begin{equation*}
\left|\mathbf{x}_{1} \wedge \ldots \wedge \mathbf{x}_{n}\right|_{v} \leq(n!)^{s(v)}\left|\mathbf{x}_{1}\right|_{v} \ldots\left|\mathbf{x}_{n}\right|_{v} \quad \text { for } v \in M_{K} . \tag{3.4}
\end{equation*}
$$

Schmidt [18] introduced the following height for a $\overline{\mathbb{Q}}$-linear subspace $Y$ of $\overline{\mathbb{Q}}^{r}$ : $H((0))=H\left(\overline{\mathbb{Q}}^{r}\right)=1$ and, if $Y$ has basis $\left\{\mathbf{a}_{1}, \ldots, \mathbf{a}_{n}\right\}$, say, then

$$
H(Y):=H\left(\mathbf{a}_{1} \wedge \ldots \wedge \mathbf{a}_{n}\right) .
$$

This is independent of the choice of $\left\{\mathbf{a}_{1}, \ldots, \mathbf{a}_{n}\right\}$. For if $\left\{\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}\right\}$ is any other basis of $Y$, with $\mathbf{b}_{i}=\sum_{j=1}^{n} \alpha_{i j} \mathbf{a}_{j}$ for $i=1, \ldots, n$ where $\Delta:=\operatorname{det}\left(\alpha_{i j}\right) \neq 0$, then $\mathbf{b}_{1} \wedge \ldots \wedge \mathbf{b}_{n}=\Delta \cdot \mathbf{a}_{1} \wedge \ldots \wedge \mathbf{a}_{n}$ and this implies that $H\left(\mathbf{b}_{1} \wedge \ldots \wedge \mathbf{b}_{n}\right)=H\left(\mathbf{a}_{1} \wedge \ldots \wedge \mathbf{a}_{n}\right)$.

The orthogonal complement of $Y$ in $\overline{\mathbb{Q}}^{r}$ is defined by

$$
Y^{\perp}=\left\{\mathbf{c} \in \overline{\mathbb{Q}}^{r}:(\mathbf{c}, \mathbf{u})=0 \text { for all } \mathbf{u} \in Y\right\}
$$

By [18], p. 433 we have

$$
\begin{equation*}
H\left(Y^{\perp}\right)=H(Y) \tag{3.5}
\end{equation*}
$$

Express $\overline{\mathbb{Q}}^{r}$ as a direct sum $\overline{\mathbb{Q}}^{r_{1}} \oplus \overline{\mathbb{Q}}^{r_{2}}$ where $r=r_{1}+r_{2}$. Suppose that $Y \subseteq \overline{\mathbb{Q}}^{r}$ is a direct sum of $\overline{\mathbb{Q}}$-linear subspaces $Y_{1}, Y_{2}$ of $\overline{\mathbb{Q}}^{r_{1}}, \overline{\mathbb{Q}}^{r_{2}}$, respectively, i.e.

$$
Y=Y_{1} \oplus Y_{2}=\left\{\left(\mathbf{u}_{1}, \mathbf{u}_{2}\right): \mathbf{u}_{1} \in Y_{1}, \mathbf{u}_{2} \in Y_{2}\right\} .
$$

Then

$$
\begin{equation*}
H(Y)=H\left(Y_{1}\right) \cdot H\left(Y_{2}\right) . \tag{3.6}
\end{equation*}
$$

Namely, choose bases $\left\{\mathbf{b}_{1}, \ldots, \mathbf{b}_{n_{1}}\right\},\left\{\mathbf{c}_{n_{1}+1}, \ldots, \mathbf{c}_{n}\right\}$ of $Y_{1}, Y_{2}$, respectively; then $\left\{\mathbf{a}_{1}, \ldots, \mathbf{a}_{n}\right\}$ with $\mathbf{a}_{i}=\left(\mathbf{b}_{i}, \mathbf{0}\right)$ for $i=1, \ldots, n_{1}, \mathbf{a}_{i}=\left(\mathbf{0}, \mathbf{c}_{i}\right)$ for $i=n_{1}+1, \ldots, n$ is a basis of $Y$. Thus, if $\left(\mathbf{a}_{1} \wedge \ldots \wedge \mathbf{a}_{n}\right)_{I} \neq 0$ then $I=I_{1} \cup I_{2}$, where $I_{1} \subseteq\left\{1, \ldots, r_{1}\right\}$ has cardinality $n_{1}$ and $I_{2} \subseteq\left\{r_{1}+1, \ldots, r\right\}$ has cardinality $n-n_{1}$. In that case it is easy to verify that

$$
\left(\mathbf{a}_{1} \wedge \ldots \wedge \mathbf{a}_{n}\right)_{I}=\left(\mathbf{b}_{1} \wedge \ldots \wedge \mathbf{b}_{n_{1}}\right)_{I_{1}} \cdot\left(\mathbf{c}_{n_{1}+1} \wedge \ldots \wedge \mathbf{c}_{n}\right)_{I_{2}}
$$

Now (3.6) follows from the identity

$$
\begin{aligned}
H\left(x_{1} y_{1}, x_{1} y_{2}, \ldots, x_{m} y_{n-1}, x_{m} y_{n}\right) & =H\left(x_{1}, \ldots, x_{m}\right) \cdot H\left(y_{1}, \ldots, y_{n}\right) \\
& \text { for } x_{1}, \ldots, x_{m}, y_{1}, \ldots, y_{n} \in \overline{\mathbb{Q}} .
\end{aligned}
$$

Let $\Sigma$ be a $\operatorname{Gal}(\overline{\mathbb{Q}} / K)$-action on $\{1, \ldots, r\}(r \geq 1)$ and let $\Lambda_{\Sigma}$ be the corresponding $K$-algebra defined by (2.1). We have $\Lambda_{\Sigma} \subseteq L^{r}$, where $L$ is the field defined by

$$
\operatorname{Gal}(\overline{\mathbb{Q}} / L)=\{\sigma \in \operatorname{Gal}(\overline{\mathbb{Q}} / K): \sigma(i)=i \text { for } i=1, \ldots, r\} .
$$

$L$ is a finite, normal extension of $K$. If $w_{1}, \ldots, w_{g}$ are the places on $L$ lying above $v \in M_{K}$, then there are $\sigma_{1}, \ldots, \sigma_{g} \in \operatorname{Gal}(\overline{\mathbb{Q}} / K)$ such that $|\cdot|_{w_{i}}=\left|\sigma_{i}(.)\right|_{v}^{1 / g}$ for $i=1, \ldots, g$ (recall that $|\cdot|_{v}$ has been extended from $K$ to $\overline{\mathbb{Q}}$ ). This implies that for $\lambda=\left(\lambda_{1}, \ldots, \lambda_{r}\right) \in \Lambda_{\Sigma}$,

$$
\begin{aligned}
|\lambda|_{w_{i}}=\left|\lambda_{1}, \ldots, \lambda_{r}\right|_{w_{i}} & =\left|\sigma_{i}\left(\lambda_{1}\right), \ldots, \sigma_{i}\left(\lambda_{r}\right)\right|_{v}^{1 / g} \\
& =\left|\lambda_{\sigma_{i}(1)}, \ldots, \lambda_{\sigma_{i}(r)}\right|_{v}^{1 / g}=|\lambda|_{v}^{1 / g},
\end{aligned}
$$

whence

$$
|\lambda|_{v}=\prod_{\substack{w \mid v \\ w \in M_{L}}}|\lambda|_{w} .
$$

It follows that $|\lambda|_{v}$ is independent of the choice of the continuation of $|.|_{v}$ to $\overline{\mathbb{Q}}$. Further,

$$
\begin{equation*}
H(\lambda)=\prod_{v \in M_{K}} \prod_{\substack{w \in v_{L} \\ w \in M_{L}}}|\lambda|_{w}=\prod_{v \in M_{K}}|\lambda|_{v} \quad \text { for } \lambda \in \Lambda_{\Sigma} \tag{3.7}
\end{equation*}
$$

(so $H(\lambda)$ can be defined by taking the product over $v \in M_{K}$ although the coordinates of $\lambda$ are not all in $K$ ).

In order to define a height for $K$-linear subspaces of $\Lambda_{\Sigma}$, we need the following lemma.

Lemma 2. Let $W$ be a $K$-linear subspace of $\Lambda_{\Sigma}$ and let $\left\{\mathbf{a}_{1}, \ldots, \mathbf{a}_{n}\right\}$ be a basis of $W$. Then $\left\{\mathbf{a}_{1}, \ldots, \mathbf{a}_{n}\right\}$ is $\overline{\mathbb{Q}}$-linearly independent.

Proof. Assume the contrary. Without loss of generality we assume that for some $i<n,\left\{\mathbf{a}_{1}, \ldots, \mathbf{a}_{i}\right\}$ is a maximal $\overline{\mathbb{Q}}$-linearly independent subset of $\left\{\mathbf{a}_{1}, \ldots, \mathbf{a}_{n}\right\}$. Then $\mathbf{a}_{i+1}=\alpha_{1} \mathbf{a}_{1}+\ldots+\alpha_{i} \mathbf{a}_{i}$ for certain, uniquely determined $\alpha_{1}, \ldots, \alpha_{i} \in \overline{\mathbb{Q}}$. Since every $\sigma \in \operatorname{Gal}(\overline{\mathbb{Q}} / K)$ permutes the coordinates of $\mathbf{a}_{j}(j=1, \ldots, n)$ we have $\mathbf{a}_{i+1}=$ $\sigma\left(\alpha_{1}\right) \mathbf{a}_{1}+\ldots+\sigma\left(\alpha_{i}\right) \mathbf{a}_{i}$ for $\sigma \in \operatorname{Gal}(\overline{\mathbb{Q}} / K)$. So by the unicity of $\alpha_{j}, \sigma\left(\alpha_{j}\right)=\alpha_{j}$ for every $\sigma \in \operatorname{Gal}(\mathbb{Q} / K)$, i.e. $\alpha_{j} \in K$ for $j=1, \ldots, i$. Hence $\left\{\mathbf{a}_{1}, \ldots, \mathbf{a}_{i+1}\right\}$ is $K$-linearly dependent. But this contradicts that $\left\{\mathbf{a}_{1}, \ldots, \mathbf{a}_{n}\right\}$ is a basis of $W$.

Now we define the height of a $K$-linear subspace $W$ of $\Lambda_{\Sigma}$ by

$$
\begin{equation*}
H(W):=H\left(\mathbf{a}_{1} \wedge \ldots \wedge \mathbf{a}_{n}\right), \tag{3.8}
\end{equation*}
$$

where $\left\{\mathbf{a}_{1}, \ldots, \mathbf{a}_{n}\right\}$ is any basis of $W$. Under the action $\Sigma$, every $\sigma \in \operatorname{Gal}(\overline{\mathbb{Q}} / K)$ maps a subset $I$ of $\{1, \ldots, r\}$ of cardinality $n$ to another such subset but it does not necessarily preserve the increasing order. It follows that every $\sigma$ permutes, up to signs, the coordinates of $\mathbf{a}_{1} \wedge \ldots \wedge \mathbf{a}_{n}$. Since signs do not affect the absolute values,
we can repeat the above arguments leading to (3.7) and conclude that for $v \in M_{K}$ the quantity $\left|\mathbf{a}_{1} \wedge \ldots \wedge \mathbf{a}_{n}\right|_{v}$ does not depend on the choice of the continuation of $v$ to $\overline{\mathbb{Q}}$, and that the height can be obtained by taking the product over $v \in M_{K}$,

$$
\begin{equation*}
H(W)=\prod_{v \in M_{K}}\left|\mathbf{a}_{1} \wedge \ldots \wedge \mathbf{a}_{n}\right|_{v} \tag{3.9}
\end{equation*}
$$

## §4. The quantitative Subspace theorem.

Our main tool is the quantitative Subspace theorem from [6] which we recall below. This is an improvement of the quantitative Subspace theorem of Schmidt [21] and its p-adic generalisation by Schlickewei [15].

For a linear form $l(\mathbf{X}):=\alpha_{1} X_{1}+\ldots+\alpha_{n} X_{n}$ where $\mathbf{a}:=\left(\alpha_{1}, \ldots, \alpha_{n}\right) \in \overline{\mathbb{Q}}^{n}$ is non-zero and for a number field $K$ put

$$
H(l):=H(\mathbf{a}), \quad K(l):=K\left(\alpha_{1} / \alpha_{i}, \ldots, \alpha_{n} / \alpha_{i}\right)
$$

where $i$ is any index from $\{1, \ldots, n\}$ with $\alpha_{i} \neq 0$. For any field $K$, any finitedimensional $K$-vector space $V$, and any subset $\mathcal{S}$ of $V$, the linear scattering of $\mathcal{S}$ in $V$ is defined as the smallest integer $h$ for which there are proper $K$-linear subspaces $W_{1}, \ldots, W_{h}$ of $V$ with $\mathcal{S} \subset W_{1} \cup \ldots \cup W_{h}$; if such an integer $h$ does not exist, then the linear scattering of $\mathcal{S}$ in $V$ is defined to be $\infty$. For instance, $\mathcal{S}$ has linear scattering $\geq 2$ in $V$ if and only if $\mathcal{S}$ contains a basis of $V$.

Now let $K$ be an algebraic number field, $S$ a finite set of places on $K$ containing all infinite places, $n$ an integer $\geq 2, \delta$ a real with $0<\delta<1$ and for $v \in S,\left\{l_{1 v}, \ldots, l_{n v}\right\}$ a linearly independent set of linear forms in $n$ variables with algebraic coefficients such that

$$
\begin{equation*}
H\left(l_{i v}\right) \leq H, \quad\left[K\left(l_{i v}\right): K\right] \leq D \quad \text { for } v \in S, i=1, \ldots, n, \tag{4.1}
\end{equation*}
$$

where $H \geq 1, D \geq 1$. By $\operatorname{det}\left(l_{1}, \ldots, l_{n}\right)$ we denote the coefficient determinant of $n$ linear forms $l_{1}, \ldots, l_{n}$ in $n$ variables.

Lemma 3. The set of $\mathrm{x} \in K^{n}$ with

$$
\left\{\begin{array}{l}
0<\prod_{v \in S} \prod_{i=1}^{n} \frac{\left|l_{i v}(\mathbf{x})\right|_{v}}{|\mathbf{x}|_{v}} \leq n^{-\frac{1}{2}(n+\delta)}\left\{\prod_{v \in S}\left|\operatorname{det}\left(l_{1 v}, \ldots, l_{n v}\right)\right|_{v}\right\} H(\mathbf{x})^{-n-\delta}  \tag{4.2}\\
H(\mathbf{x}) \geq n^{1 / 2} H
\end{array}\right.
$$

has linear scattering in $K^{n}$ at most

$$
\left\{2^{60 n^{2}} \delta^{-7 n}\right\}^{s} \log 4 D \cdot \log \log 4 D
$$

Proof. For $\mathbf{x}=\left(x_{1}, \ldots, x_{n}\right) \in K^{n}, v \in M_{K}$, put $\|\mathbf{x}\|_{v}:=|\mathbf{x}|_{v}$ if $v$ is finite and $\|\mathbf{x}\|_{v}:=\left(\left|x_{1}\right|^{2 / s(v)}+\ldots+\left|x_{n}\right|_{v}^{2 / s(v)}\right)^{s(v) / 2}$ if $v$ is infinite, and define the Euclidean height $H_{2}(\mathbf{x}):=\prod_{v \in M_{K}}\|\mathbf{x}\|_{v}$. This height depends only on $\mathbf{x}$ and not on $K$; hence the Euclidean height can be extended uniquely to a height $H_{2}: \overline{\mathbb{Q}}^{n} \rightarrow \mathbb{R}$. It is easy to see that $|\mathbf{x}|_{v} \leq\|\mathbf{x}\|_{v} \leq n^{s(v) / 2}|\mathbf{x}|_{v}$ for $\mathbf{x} \in \overline{\mathbb{Q}}^{n}, v \in M_{K}$; hence $H(\mathbf{x}) \leq H_{2}(\mathbf{x}) \leq n^{1 / 2} H(\mathbf{x})$ for $\mathbf{x} \in \overline{\mathbb{Q}}^{n}$. Let $H_{2}:=\max _{i, v} H_{2}\left(l_{i v}\right)$, where $H_{2}\left(l_{i v}\right)$ is the Euclidean height of the coefficient vector of $l_{i v}$. Clearly, every $\mathbf{x} \in K^{n}$ with (4.2) satisfies

$$
\left\{\begin{array}{l}
0<\prod_{v \in S} \prod_{i=1}^{n} \frac{\left|l_{i v}(\mathbf{x})\right|_{v}}{\|\mathbf{x}\|_{v}} \leq \prod_{v \in S}\left|\operatorname{det}\left(l_{1 v}, \ldots, l_{n v}\right)\right|_{v} \cdot H_{2}(\mathbf{x})^{-n-\delta}  \tag{4.3}\\
H_{2}(\mathbf{x}) \geq H_{2}
\end{array}\right.
$$

and by the Theorem of [6], the set of $\mathbf{x} \in K^{n}$ with (4.3) has linear scattering at most $\left\{2^{60 n^{2}} \delta^{-7 n}\right\}^{s} \log 4 D \cdot \log \log 4 D$.

Let $K$ be a number field and $S$ a finite set of places as above, and let $\Sigma$ be a $\operatorname{Gal}(\overline{\mathbb{Q}} / K)$-action on $\{1, \ldots, r\}$ where $r \geq 2$. Further, let $W$ be an $n$-dimensional $K$-linear subspace of $\Lambda_{\Sigma}$, with $n \geq 2$. We need an analogue of Lemma 3 for $W$. As before, we denote vectors of $W$ by $\mathbf{u}=\left(u_{1}, \ldots, u_{r}\right)$. A non-empty subset $I$ of $\{1, \ldots, r\}$ is called independent if $\left\{u_{i}: i \in I\right\}$ is $\mathbb{Q}$-linearly independent on $W$, that is, for $c_{i} \in \overline{\mathbb{Q}}(i \in I)$ we have

$$
\begin{equation*}
\sum_{i \in I} c_{i} u_{i}=0 \text { for all } \mathbf{u} \in W \Longrightarrow c_{i}=0 \text { for } i \in I \tag{4.4}
\end{equation*}
$$

Let $\left\{\mathbf{a}_{1}=\left(a_{11}, \ldots, a_{1 r}\right), \ldots, \mathbf{a}_{n}=\left(a_{n 1}, \ldots, a_{n r}\right)\right\}$ be a basis of $W$. Then for a subset $I$ of $\{1, \ldots, r\}$ of cardinality $n$ we have that $I$ is independent $\Longleftrightarrow \sum_{i \in I} c_{i} u_{i}=0$ for $\mathbf{u}=\mathbf{a}_{1}, \ldots, \mathbf{a}_{n}$ implies that $c_{i}=0$ for $i \in I \Longleftrightarrow\left(\mathbf{a}_{1} \wedge \ldots \wedge \mathbf{a}_{n}\right)_{I}=$ $\operatorname{det}\left(\left(a_{i j}\right)_{i=1, \ldots, n, j \in I}\right) \neq 0$. Now Lemma 2 implies that $\{1, \ldots, r\}$ has independent subsets of cardinality $n$.
In what follows, by $I_{v}(v \in S)$ we always denote independent subsets of $\{1, \ldots, r\}$ of cardinality $n$, and by $\mathbf{I}=\left(I_{v}: v \in S\right)$ a collection of such subsets. For such a collection I we define

$$
\Delta(\mathbf{I}, W):=\prod_{v \in S}\left|\left(\mathbf{a}_{1} \wedge \ldots \wedge \mathbf{a}_{n}\right)_{I_{v}}\right|_{v} \cdot \prod_{v \notin S}\left|\mathbf{a}_{1} \wedge \ldots \wedge \mathbf{a}_{n}\right|_{v}
$$

this quantity plays the role of $\prod_{v \in S}\left|\operatorname{det}\left(l_{1 v}, \ldots, l_{n v}\right)\right|_{v} . \Delta(\mathbf{I}, W)$ does not depend on the choice of the basis $\left\{\mathbf{a}_{1}, \ldots, \mathbf{a}_{n}\right\}$ of $W$. Namely, let $\left\{\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}\right\}$ be another basis
of $W$, where $\mathbf{b}_{i}=\sum_{j=1}^{n} \alpha_{i j} \mathbf{a}_{j}$ for $i=1, \ldots, n$, and put $\Delta:=\operatorname{det}\left(\alpha_{i j}\right)$. Then for each subset $I$ of $\{1, \ldots, r\}$ of cardinality $n$ we have $\left(\mathbf{b}_{1} \wedge \ldots \wedge \mathbf{b}_{n}\right)_{I}=\Delta \cdot\left(\mathbf{a}_{1} \wedge \ldots \wedge \mathbf{a}_{n}\right)_{I}$; together with the Product formula this implies that

$$
\prod_{v \in S}\left|\left(\mathbf{b}_{1} \wedge \ldots \wedge \mathbf{b}_{n}\right)_{I_{v}}\right|_{v} \cdot \prod_{v \notin S}\left|\mathbf{b}_{1} \wedge \ldots \wedge \mathbf{b}_{n}\right|_{v}=\prod_{v \in M_{K}}|\Delta|_{v} \cdot \Delta(\mathbf{I}, W)=\Delta(\mathbf{I}, W)
$$

Lemma 4. Let $n, r$ be integers $\geq 2, \delta$ a real with $0<\delta<1, K$ an algebraic number field, $S$ a finite set of places on $K$ of cardinality $s$ containing all infinite places, $\Sigma$ a $\operatorname{Gal}(\overline{\mathbb{Q}} / K)$-action on $\{1, \ldots, r\}, W$ an $n$-dimensional $K$-linear subspace of $\Lambda_{\Sigma}$, and $\mathbf{I}=\left(I_{v}: v \in S\right)$ a collection of independent subsets of $\{1, \ldots, r\}$ of cardinality $n$. Then the set of $\mathbf{u}=\left(u_{1}, \ldots, u_{r}\right) \in W$ with

$$
\begin{equation*}
\prod_{v \in S} \prod_{i \in I_{v}} \frac{\left|u_{i}\right|_{v}}{|\mathbf{u}|_{v}} \leq \Delta(\mathbf{I}, W) \cdot H(\mathbf{u})^{-n-\delta} \tag{4.5}
\end{equation*}
$$

has linear scattering in $W$ at most

$$
\left\{2^{61 n^{2}} r^{2 n} \delta^{-7 n}\right\}^{s}
$$

In the proof of Lemma 4 we use Lemma 3 and a gap principle. This gap principle is developed in $\S 5$. Lemma 4 will be proved in $\S 6$.

## §5. A gap principle.

Let again $K$ be an algebraic number field with $[K: \mathbb{Q}]=d, S$ a finite set of places on $K$ of cardinality $s$ containing all infinite places, $\Sigma$ a $\operatorname{Gal}(\overline{\mathbb{Q}} / K)$ - action on $\{1, \ldots, r\}$ where $r \geq 2$, and $W$ an $n$-dimensional $K$-linear subspace of $\Lambda_{\Sigma}$, where $n \geq 2$. Further, $\mathbf{I}=\left(I_{v}: v \in S\right)$ is a collection of independent subsets of $\{1, \ldots, r\}$ of cardinality $n$. We shall estimate the linear scattering in $W$ of sets of $\mathbf{u} \in W$ with

$$
\begin{equation*}
\prod_{v \in S} \prod_{i \in I_{v}} \frac{\left|u_{i}\right|_{v}}{|\mathbf{u}|_{v}} \leq \Delta(\mathbf{I}, W) H(\mathbf{u})^{-n} \cdot \frac{Q}{P}, \quad H(\mathbf{u})<B \tag{5.1}
\end{equation*}
$$

where $P \geq 1, Q \geq 1, B \geq 2 P$. First we prove some auxiliary results. By $|\mathcal{S}|$ we denote the cardinality of a set $\mathcal{S}$.

Lemma 5. Let $\theta$ be a real with $0<\theta \leq \frac{1}{2}$ and $q$ an integer $\geq 1$. Then there exists a set $\Gamma$ with the following properties:
(i). $|\Gamma| \leq\left\{e\left(2+\theta^{-1}\right)\right\}^{q}$, where $e=2.7182 \ldots$;
(ii). $\Gamma$ consists of $q$-tuples $\gamma=\left(\gamma_{1}, \ldots, \gamma_{q}\right)$ with $\gamma_{i} \geq 0$ for $i=1, \ldots, q$;
(iii). for every set of reals $F_{1}, \ldots, F_{q}, M$ with

$$
\begin{equation*}
0<F_{i} \leq 1, \quad F_{1} \cdots F_{q} \geq M, \quad M<1 \tag{5.2}
\end{equation*}
$$

there is a tuple $\gamma \in \Gamma$ with

$$
\begin{equation*}
M^{\gamma_{i}+(\theta / q)}<F_{i} \leq M^{\gamma_{i}} \quad \text { for } \quad i=1, \ldots, q . \tag{5.3}
\end{equation*}
$$

Proof. This is Lemma 9 (ii) of [6].

Lemma 6. Let $F$ be a real $\geq 1$ and let $\mathcal{S}$ be a subset of $W$ of linear scattering in $W$ at least

$$
\max \left(6 F^{5 d}, 4 \times 7^{d+2 s}\right)
$$

Then there are $\mathbf{u}_{1}, \ldots, \mathbf{u}_{n} \in \mathcal{S}$ with

$$
\begin{equation*}
0<\prod_{v \notin S} \frac{\left|\mathbf{u}_{1} \wedge \ldots \wedge \mathbf{u}_{n}\right|_{v}}{\left|\mathbf{u}_{1}\right|_{v} \ldots\left|\mathbf{u}_{n}\right|_{v}} \leq F^{-1} \tag{5.4}
\end{equation*}
$$

Proof. This is a variation on Lemma 10 of [6]. Let $\wp$ be a prime ideal outside $S$ of which the norm $N_{\wp}$ is minimal. We assume that $\mathcal{S}$ satisfies the condition of Lemma 6 and moreover that $\mathbf{0} \notin \mathcal{S}$ and that

$$
\begin{equation*}
\left(N_{\wp}\right)^{-1 / d}<|\mathbf{u}|_{\wp} \leq 1 \quad \text { for } \mathbf{u} \in \mathcal{S} . \tag{5.5}
\end{equation*}
$$

This is no restriction. Namely, for non-zero $\mathbf{u} \in W$ we have $|\mathbf{u}|_{\wp}=\left(N_{\wp}\right)^{-\alpha / d}$ with $\alpha \in \mathbb{Q}$. Write $\alpha=m+\beta$ with $m \in \mathbb{Z}$ and $0 \leq \beta<1$, choose $\lambda_{\mathbf{u}} \in K^{*}$ with $\left|\lambda_{\mathbf{u}}\right|_{\wp}=\left(N_{\wp}\right)^{-m / d}$, and put $\mathbf{u}^{\prime}:=\lambda_{\mathbf{u}}^{-1} \mathbf{u}$. Then $\mathbf{u}^{\prime} \in W$ and $\left(N_{\wp}\right)^{-1 / d}<\left|\mathbf{u}^{\prime}\right|_{\wp} \leq 1$. Since the left-hand side of (5.4) does not change when $\mathbf{u}_{1}, \ldots, \mathbf{u}_{n}$ are multiplied with scalars from $K^{*}$, it suffices to prove Lemma 6 for $\mathcal{S}^{\prime}:=\left\{\mathbf{u}^{\prime}: \mathbf{u} \in \mathcal{S}\right\}$ instead of $\mathcal{S}$.
We assume that Lemma 6 is false, i.e. for all linearly independent $\mathbf{u}_{1}, \ldots, \mathbf{u}_{n} \in \mathcal{S}$ we have

$$
\begin{equation*}
\prod_{v \in S} \frac{\left|\mathbf{u}_{1} \wedge \ldots \wedge \mathbf{u}_{n}\right|_{v}}{\left.\left|\mathbf{u}_{1}\right|_{v \ldots} \ldots \mathbf{u}_{n}\right|_{v}}>F^{-1} \tag{5.6}
\end{equation*}
$$

Fix a linearly independent subset $\left\{\mathbf{u}_{1}, \ldots, \mathbf{u}_{n}\right\}$ of $\mathcal{S}$ (this exists since $\mathcal{S}$ has linear scattering $\geq 2$ ). For $\mathbf{y}_{1}, \ldots, \mathbf{y}_{m} \in W$, let $\left[\mathbf{y}_{1}, \ldots, \mathbf{y}_{m}\right]$ be the $K$-linear subspace of $W$ generated by $\mathbf{y}_{1}, \ldots, \mathbf{y}_{m}$. In the remainder of the proof we consider only those $\mathrm{x} \in \mathcal{S}$ with

$$
\begin{equation*}
\mathbf{x} \notin\left[\mathbf{u}_{1}, \ldots, \mathbf{u}_{n-1}\right], \quad \mathbf{x} \notin\left[\mathbf{u}_{1}, \ldots, \mathbf{u}_{n-2}, \mathbf{u}_{n}\right] ; \tag{5.7}
\end{equation*}
$$

thus, we exclude at most two proper linear subspaces of $W$. We write $\mathbf{x}=x_{1} \mathbf{u}_{1}+$ $\ldots+x_{n} \mathbf{u}_{n}$ with $x_{1}, \ldots, x_{n} \in K$. For $i=1,2, \ldots\left\{C_{v i}: v \notin S\right\}$ will denote a set of numbers of the form $\left\{\left|\mathbf{x}_{1} \wedge \ldots \wedge \mathbf{x}_{n}\right|_{v} /\left|\mathbf{x}_{1}\right|_{v} \ldots\left|\mathbf{x}_{n}\right|_{v}: v \notin S\right\}$ where $\mathbf{x}_{1}, \ldots, \mathbf{x}_{n}$ are any linearly independent elements from $\mathcal{S}$ which may be different for each $i$; by (5.6) and (3.4) such numbers satisfy

$$
\begin{equation*}
0<C_{v i} \leq 1 \quad \text { for } v \notin S, \quad \prod_{v \notin S} C_{v i}>F^{-1} . \tag{5.8}
\end{equation*}
$$

Fix $\mathbf{x} \in \mathcal{S}$ with (5.7). Then $\left\{\mathbf{u}_{1}, \ldots, \mathbf{u}_{n-1}, \mathbf{x}\right\},\left\{\mathbf{u}_{1}, \ldots, \mathbf{u}_{n-2}, \mathbf{u}_{n}, \mathbf{x}\right\}$ are linearly independent. Hence for $v \in M_{K} \backslash S$ we have

$$
\left\{\begin{array}{rl}
\left|x_{n-1}\right|_{v} & =\frac{\left|\mathbf{u}_{1} \wedge \ldots \wedge \mathbf{u}_{n-2} \wedge \mathbf{u}_{n} \wedge \mathbf{x}\right|_{v}}{\left|\mathbf{u}_{1} \wedge \ldots \wedge \mathbf{u}_{n}\right|_{v}} \tag{5.9}
\end{array}=\frac{C_{v 1}}{C_{v 2}} \frac{|\mathbf{x}|_{v}}{\left|\mathbf{u}_{n-1}\right|_{v}}, ~=\frac{\left|\mathbf{u}_{1} \wedge \ldots \wedge \mathbf{u}_{n-1} \wedge \mathbf{x}\right|_{v}}{\left|\mathbf{u}_{1} \wedge \ldots \wedge \mathbf{u}_{n}\right|_{v}}=\frac{C_{v 3}}{C_{v 2}} \frac{|\mathbf{x}|_{v}}{\left|\mathbf{u}_{n}\right|_{v}} .\right.
$$

Let y be any vector in $\mathcal{S}$ satisfying

$$
\begin{equation*}
\mathbf{y} \notin\left[\mathbf{u}_{1}, \ldots, \mathbf{u}_{n-1}\right], \mathbf{y} \notin\left[\mathbf{u}_{1}, \ldots, \mathbf{u}_{n-2}, \mathbf{u}_{n}\right], \mathbf{y} \notin\left[\mathbf{u}_{1}, \ldots, \mathbf{u}_{n-2}, \mathbf{x}\right] \tag{5.10}
\end{equation*}
$$

and write $\mathbf{y}=y_{1} \mathbf{u}_{1}+\ldots+y_{n} \mathbf{u}_{n}$ with $y_{1}, \ldots, y_{n} \in K$. Similarly to (5.9) we have

$$
\begin{equation*}
\left|y_{n-1}\right|_{v}=\frac{C_{v 4}}{C_{v 2}} \frac{|\mathbf{y}|_{v}}{\left|\mathbf{u}_{n-1}\right|_{v}}, \quad\left|y_{n}\right|_{v}=\frac{C_{v 5}}{C_{v 2}} \frac{|\mathbf{y}|_{v}}{\left|\mathbf{u}_{n}\right|_{v}} \quad \text { for } v \notin S . \tag{5.11}
\end{equation*}
$$

Further, since $\left\{\mathbf{u}_{1}, \ldots, \mathbf{u}_{n-2}, \mathbf{x}, \mathbf{y}\right\}$ is linearly independent we have

$$
\begin{align*}
\left|x_{n-1} y_{n}-x_{n} y_{n-1}\right|_{v} & =\frac{\left|\mathbf{u}_{1} \wedge \ldots \wedge \mathbf{u}_{n-2} \wedge \mathbf{x} \wedge \mathbf{y}\right|_{v}}{\left|\mathbf{u}_{1} \wedge \ldots \wedge \mathbf{u}_{n}\right|_{v}}  \tag{5.12}\\
& =\frac{C_{v 6}}{C_{v 2}} \frac{|\mathbf{x}|_{v}|\mathbf{y}|_{v}}{\left|\mathbf{u}_{n-1}\right|_{v}\left|\mathbf{u}_{n}\right|_{v}} \text { for } v \notin S .
\end{align*}
$$

Now (5.9), (5.11), (5.12), (5.8) imply

$$
\begin{aligned}
& \frac{\left|x_{n-1} y_{n}\right|_{v}}{\max \left(\left|x_{n-1} y_{n}\right|_{v},\left|x_{n} y_{n-1}\right|_{v},\left|x_{n-1} y_{n}-x_{n} y_{n-1}\right| v\right)} \\
& =\frac{C_{v 1} C_{v 5}}{\max \left(C_{v 1} C_{v 5}, C_{v 3} C_{v 4}, C_{v 2} C_{v 6}\right)} \geq C_{v 1} C_{v 5} .
\end{aligned}
$$

Hence, again by (5.8),

$$
\begin{equation*}
\prod_{v \notin S} \frac{\left|x_{n-1} y_{n}\right|_{v}}{\max \left(\left|x_{n-1} y_{n}\right|_{v},\left|x_{n} y_{n-1}\right|_{v},\left|x_{n-1} y_{n}-x_{n} y_{n-1}\right|_{v}\right)}>F^{-2} \tag{5.13a}
\end{equation*}
$$

Similarly, we have

$$
\begin{equation*}
\prod_{v \notin S} \frac{\left|x_{n} y_{n-1}\right|_{v}}{\max \left(\left|x_{n-1} y_{n}\right|_{v},\left|x_{n} y_{n-1}\right|_{v},\left|x_{n-1} y_{n}-x_{n} y_{n-1}\right|_{v}\right)}>F^{-2} \tag{5.13b}
\end{equation*}
$$

$$
\begin{equation*}
\prod_{v \notin S} \frac{\left|x_{n-1} y_{n}-x_{n} y_{n-1}\right|_{v}}{\max \left(\left|x_{n-1} y_{n}\right|_{v},\left|x_{n} y_{n-1}\right|_{v},\left|x_{n-1} y_{n}-x_{n} y_{n-1}\right|_{v}\right)}>F^{-2} \tag{5.13c}
\end{equation*}
$$

Define the integer $m$ by

$$
\begin{equation*}
(N \wp)^{(m-1) / d}<F^{2} \leq(N \wp)^{m / d} . \tag{5.14}
\end{equation*}
$$

From (5.6) and (3.4) it follows that $F>1$. Hence $m \geq 1$. We distinguish two cases.

First case: $m=1$.
From the definition of the absolute values it follows that the left-hand side of each of the inequalities $(5.13 \mathrm{a}, \mathrm{b}, \mathrm{c})$ is of the form $(N \mathfrak{a})^{-1 / d}$, where $\mathfrak{a}$ is an ideal of $\mathcal{O}_{K}$ composed of prime ideals outside $S$. This ideal is integral since for every $v \notin S$, the corresponding factors in the left-hand sides of ( $5.13 \mathrm{a}, \mathrm{b}, \mathrm{c}$ ) are $\leq 1$. We have $\mathfrak{a}=(1)$ for otherwise, since $\wp \notin S$ was chosen to have minimal norm and since $m=1$, we would have had $(N \mathfrak{a})^{-1 / d} \leq\left(N_{\wp}\right)^{-1 / d} \leq F^{-2}$. Therefore, the left-hand sides of ( $5.13 \mathrm{a}, \mathrm{b}, \mathrm{c}$ ) are equal to 1 . But then, the factors in the products on the left-hand sides of ( $5.13 \mathrm{a}, \mathrm{b}, \mathrm{c}$ ) are also equal to 1 . It follows that if $\mathbf{x}, \mathbf{y} \in \mathcal{S}$ satisfy (5.7), (5.10), respectively, then

$$
\left|x_{n-1} y_{n}\right|_{v}=\left|x_{n} y_{n-1}\right|_{v}=\left|x_{n} y_{n-1}-x_{n-1} y_{n}\right|_{v} \quad \text { for } v \notin S \text {. }
$$

Hence $u:=x_{n-1} y_{n} / x_{n} y_{n-1}$ satisfies $|u|_{v}=|1-u|_{v}=1$ for $v \notin S$, i.e. $u, 1-$ $u \in \mathcal{O}_{S}^{*}$ (note that $u \in K$ ). By Theorem 1 of [3], there are at most $3 \times$ $7^{d+2 s}$ possibilities for $u$. Fix $\mathbf{x} \in \mathcal{S}$ with (5.7). Then there is a set $U$ of cardinality $\leq 3 \times 7^{d+2 s}$ such that every $\mathbf{y} \in \mathcal{S}$ with (5.10) satisfies $y_{n-1} / y_{n} \in$ $U$. In other words, $\mathcal{S}$ is contained in the union of the proper linear subspaces $\left[\mathbf{u}_{1}, \ldots, \mathbf{u}_{n-1}\right],\left[\mathbf{u}_{1}, \ldots, \mathbf{u}_{n-2}, \mathbf{u}_{n}\right],\left[\mathbf{u}_{1}, \ldots, \mathbf{u}_{n-2}, \mathbf{x}\right],\left[\mathbf{u}_{1}, \ldots, \mathbf{u}_{n-2}, \alpha \mathbf{u}_{n-1}+\mathbf{u}_{n}\right](\alpha \in U)$ of $W$. Hence $\mathcal{S}$ has linear scattering in $W$ at most $3+3 \times 7^{d+2 s}<4 \times 7^{d+2 s}$. This contradicts our assumption on $\mathcal{S}$ in the statement of Lemma 6; therefore, our assumption that Lemma 6 is false was incorrect.

Second case: $m \geq 2$.
We consider again $\mathbf{x}=x_{1} \mathbf{u}_{1}+\ldots+x_{n} \mathbf{u}_{n} \in \mathcal{S}$ with (5.7). By (5.9) with $v=\wp$ we have $\left|x_{n-1} / x_{n}\right|_{\wp}=C_{\wp 1}\left|\mathbf{u}_{n}\right|_{\wp} / C_{\wp 3}\left|\mathbf{u}_{n-1}\right|_{\wp}$. Together with (5.5), (5.8), (5.14) this implies

$$
(N \wp)^{-\left(1+\frac{1}{2} m\right) / d} \leq F^{-1}(N \wp)^{-1 / d}<\left|\frac{x_{n-1}}{x_{n}}\right|_{\wp}<F(N \wp)^{1 / d} \leq(N \wp)^{\left(1+\frac{1}{2} m\right) / d} .
$$

We have $\left|x_{n-1} / x_{n}\right|_{\wp}=\left(N_{\wp}\right)^{k_{\times} / d}$ for some $k_{\mathbf{x}} \in \mathbb{Z}$. Clearly,

$$
-1-\frac{1}{2} m<k_{\mathbf{x}}<1+\frac{1}{2} m .
$$

Therefore, for $k_{\mathbf{x}}$ there are at most $m+2$ possibilities.
Fix $\pi \in \wp$ such that $|\pi|_{\wp}=(N \wp)^{-1 / d}$. Then

$$
x_{n-1}=x_{n} \pi^{k_{\mathbf{x}}} \alpha_{\mathbf{x}}, \quad \text { with } \alpha_{\mathbf{x}} \in K,\left|\alpha_{\mathbf{x}}\right|_{\wp}=1 .
$$

We call $\mathbf{x}, \mathbf{y} \in \mathcal{S}$ congruent if they both satisfy (5.7) and if $k_{\mathbf{x}}=k_{\mathbf{y}}$ and $\alpha_{\mathbf{x}} \equiv$ $\alpha_{\mathbf{y}}\left(\bmod \wp^{m}\right)$, i.e. $\left|\alpha_{\mathbf{x}}-\alpha_{\mathbf{y}}\right|_{\wp} \leq\left(N_{\wp}\right)^{-m / d}$. We claim that each congruence class has linear scattering at most 1 . Namely, fix $\mathbf{x}$ from a given congruence class, and take $\mathbf{y}$ from the same class. Suppose that $\mathbf{y} \notin\left[\mathbf{u}_{1}, \ldots, \mathbf{u}_{n-2}, \mathbf{x}\right]$. Then

$$
\begin{array}{r}
\frac{\left|x_{n-1} y_{n}-x_{n} y_{n-1}\right|_{\wp}}{\max \left(\left|x_{n-1} y_{n}\right|_{\wp},\left|x_{n} y_{n-1}\right|_{\wp},\left|x_{n-1} y_{n}-x_{n} y_{n-1}\right|_{\wp}\right)} \\
=\frac{|\pi|_{\wp}^{k_{\mathbf{x}}}\left|x_{n} y_{n}\right|_{\wp}\left|\alpha_{\mathbf{x}}-\alpha_{\mathbf{y}}\right|_{\wp}}{\left.|\pi|\right|_{\wp} ^{k_{\mathbf{x}}}\left|x_{n} y_{n}\right|_{\wp} \max \left(\left|\alpha_{\mathbf{x}}\right|_{\wp},\left|\alpha_{\mathbf{y}}\right|_{\wp},\left|\alpha_{\mathbf{x}}-\alpha_{\mathbf{y}}\right|_{\wp}\right)} \\
=\frac{\left|\alpha_{\mathbf{x}}-\alpha_{\mathbf{y}}\right|_{\wp}}{\max \left(1,\left|\alpha_{\mathbf{x}}-\alpha_{\mathbf{y}}\right|_{\wp}\right)} \leq(N \wp)^{-m / d} \leq F^{-2} .
\end{array}
$$

Since the other factors in the left-hand side of (5.13c) are $\leq 1$, this contradicts (5.13c). It follows that every $\mathbf{y} \in \mathcal{S}$ with (5.7) which is congruent to $\mathbf{x}$ belongs to $\left[\mathbf{u}_{1}, \ldots, \mathbf{u}_{n-2}, \mathbf{x}\right]$. This proves our claim.
By $m \geq 2$ and (5.14) we have $\left(N_{\wp}\right)^{m}<F^{4 d}$. Taking into consideration the number of possibilities for $k_{\mathbf{x}}$, it follows that the number of congruence classes is

$$
<(m+2)(N \wp)^{m}<\left(\frac{4 d \log F}{\log N \wp}+2\right) F^{4 d} .
$$

Hence $\mathcal{S}$ has linear scattering

$$
<2+\left(\frac{4 d \log F}{\log 2}+2\right) F^{4 d}<6 F^{5 d}
$$

here we must add 2 because of (5.7). So again, the assumption that Lemma 6 is false leads to a contradiction with the condition on $\mathcal{S}$. We conclude that Lemma 6 holds true in both cases $m=1$ and $m \geq 2$.

Below we state our gap principle:

Lemma 7. Let $P, Q, B$ be reals with $P \geq 1, Q \geq 1, B \geq 2 P$. Then the set of $\mathbf{u} \in W$ with

$$
\begin{equation*}
\prod_{v \in S} \prod_{i \in I_{v}} \frac{\left|u_{i}\right|_{v}}{|\mathbf{u}|_{v}} \leq \Delta(\mathbf{I}, W) H(\mathbf{u})^{-n} \cdot \frac{Q}{P}, \quad H(\mathbf{u})<B \tag{5.1}
\end{equation*}
$$

has linear scattering in $W$ at most $Q^{5 d}\left(270 n^{10} r \cdot \frac{\log B}{\log 2 P}\right)^{n s+1}$.

Proof. Let $\mathcal{F}$ be the set of $\mathbf{u} \in W$ satisfying (5.1) and also $u_{1} \cdots u_{r} \neq 0$. Thus, from $W$ we exclude solutions of (5.1) belonging to at most $r$ proper linear subspaces of $W$. For $\mathbf{u} \in \mathcal{F}$ we have $u_{1} \cdots u_{r} \in K^{*}$, so by the Product formula and (3.7),

$$
\begin{align*}
\prod_{v \in S} \prod_{i \in I_{v}} \frac{\left|u_{i}\right|_{v}}{|\mathbf{u}|_{v}} & \geq \prod_{v \in S} \frac{\left|u_{1} \ldots u_{r}\right|_{v}}{|\mathbf{u}|_{v}^{r}}=\left(\prod_{v \in S}|\mathbf{u}|_{v}\right)^{-r} \cdot\left(\prod_{v \notin S}\left|u_{1} \ldots u_{r}\right|_{v}\right)^{-1}  \tag{5.15}\\
& \geq\left(\prod_{v \in M_{K}}|\mathbf{u}|_{v}\right)^{-r}=H(\mathbf{u})^{-r} \geq B^{-r}
\end{align*}
$$

Put

$$
\kappa:=\frac{\log B}{\log 2 P}, \quad \theta:=\frac{1}{2 r \kappa}, \quad N:=[(2 n-2) \kappa]+1 .
$$

By (5.15) and Lemma 5 with $M=B^{-r}$, there is a set $\Gamma$ of $n s$-tuples of non-negative reals $\gamma=\left(\gamma_{i v}: v \in S, i \in I_{v}\right)$ of cardinality

$$
|\Gamma| \leq\left\{e\left(2+\theta^{-1}\right)\right\}^{n s}
$$

such that for every $\mathbf{u} \in \mathcal{F}$ there is a tuple $\gamma \in \Gamma$ with

$$
\begin{equation*}
\left(B^{-r}\right)^{\gamma_{i v}+(\theta / n s)}<\frac{\left|u_{i}\right|_{v}}{|\mathbf{u}|_{v}} \leq\left(B^{-r}\right)^{\gamma_{i v}} \quad \text { for } v \in S, i \in I_{v} . \tag{5.16}
\end{equation*}
$$

Further, for every $\mathbf{u} \in \mathcal{F}$ there is a $j \in\{1, \ldots, N\}$ such that

$$
\begin{equation*}
B^{(j-1) / N} \leq H(\mathbf{u})<B^{j / N} . \tag{5.17}
\end{equation*}
$$

Let $\mathcal{F}(\gamma, j)$ be the set of $\mathbf{u} \in \mathcal{F}$ satisfying (5.16), (5.17). Since $\kappa=\log B / \log 2 P \geq$ 1 , the number of sets $\mathcal{F}(\gamma, j)$ is at most

$$
|\Gamma| \cdot N \leq\{e(2+2 r \kappa)\}^{n s}\{(2 n-2) \kappa+1\} \leq 2 n \kappa \cdot(3 e r \kappa)^{n s} .
$$

We shall show that each set $\mathcal{F}(\gamma, j)$ has linear scattering in $W$

$$
\begin{equation*}
<\max \left(6 F^{5 d}, 4 \times 7^{d+2 s}\right) \quad \text { with } F:=2 n!Q . \tag{5.18}
\end{equation*}
$$

Since $d \leq 2 s$ we have $\max \left(6 F^{5 d}, 4 \times 7^{d+2 s}\right) \leq 6(2 n!)^{10 s} Q^{5 d}$. Assuming (5.18), it follows that $\mathcal{F}$ has linear scattering in $W$ at most

$$
2 n \kappa(3 \mathrm{er} \kappa)^{n s} \cdot 6(2 n!)^{10 s} Q^{5 d} \leq Q^{5 d} \cdot 12 n \kappa(n!)^{10 s}(96 \mathrm{er} \kappa)^{n s}
$$

$$
\leq Q^{5 d}\left(270 n^{10} r \frac{\log B}{\log 2 P}\right)^{n s+1}-r
$$

taking into consideration the solutions with $u_{1} \cdots u_{r}=0$, this implies Lemma 7 .
So it remains to prove that the linear scattering of $\mathcal{F}(\gamma, j)$ is smaller than the bound in (5.18). Suppose the contrary. Then by Lemma 6, there are linearly independent $\mathbf{u}_{1}, \ldots, \mathbf{u}_{n} \in \mathcal{F}(\gamma, j)$ with

$$
\begin{equation*}
\prod_{v \in M_{K} \backslash S} \frac{\left|\mathbf{u}_{1} \wedge \ldots \wedge \mathbf{u}_{n}\right|_{v}}{\left|\mathbf{u}_{1}\right|_{v} \ldots\left|\mathbf{u}_{n}\right|_{v}} \leq(2 n!)^{-1} Q^{-1} . \tag{5.19}
\end{equation*}
$$

Take $v \in S$. Let $\mathbf{u}_{i}=\left(u_{i 1}, \ldots, u_{i r}\right)$ for $i=1, \ldots, n$. Suppose for convenience that $I_{v}=\{1, \ldots, n\}$. Then by (5.16),

$$
\begin{aligned}
\frac{\left|\left(\mathbf{u}_{1} \wedge \ldots \wedge \mathbf{u}_{n}\right)_{I_{v}}\right|_{v}}{\left|\mathbf{u}_{1}\right|_{v \ldots}\left|\mathbf{u}_{n}\right|_{v}} & \leq(n!)^{s(v)} \cdot \max _{\tau} \frac{\left|u_{\tau(1), 1}\right|_{v}}{\left|\mathbf{u}_{\tau(1)}\right|_{v}} \cdots \frac{\left|u_{\tau(n), n}\right|_{v}}{\left|\mathbf{u}_{\tau(n)}\right|_{v}} \\
& \leq(n!)^{s(v)}\left(B^{-r}\right)^{\sum_{i \in I_{v}} \gamma_{i v}}
\end{aligned}
$$

where the maximum is taken over all permutations $\tau$ of $(1, \ldots, n)$. By taking the product over $v \in S$ we obtain, using the first inequality of (5.16) with $\mathbf{u}_{1}$ replacing $\mathbf{u}$ and $\kappa=\log B / \log 2 P, \theta=1 / 2 r \kappa$,

$$
\begin{align*}
\prod_{v \in S} \frac{\left|\left(\mathbf{u}_{1} \wedge \ldots \wedge \mathbf{u}_{n}\right)_{I_{v}}\right| v}{\left|\mathbf{u}_{1}\right|_{v \ldots \mid}} & \leq n!\left(\left.\mathbf{u}_{n}\right|_{v} ^{-r}\right)^{\sum_{i, v} \gamma_{i v}}  \tag{5.20}\\
& <n!\left(\prod_{v \in S} \prod_{i \in I_{v}} \frac{\left|u_{1 i}\right|_{v}}{\left|\mathbf{u}_{1}\right|_{v}}\right) B^{r \theta} \\
& \leq n!\Delta(\mathbf{I}, W) H\left(\mathbf{u}_{1}\right)^{-n} Q P^{-1} B^{1 / 2 \kappa} \\
& =2 n!Q \Delta(\mathbf{I}, W) H\left(\mathbf{u}_{1}\right)^{-n} B^{-1 / 2 \kappa}
\end{align*}
$$

Since $\left\{\mathbf{u}_{1}, \ldots, \mathbf{u}_{n}\right\}$ is a basis of $W$ we have, in view of (3.7),

$$
\begin{aligned}
\Delta(\mathbf{I}, W) & =\prod_{v \in S}\left|\left(\mathbf{u}_{1} \wedge \ldots \wedge \mathbf{u}_{n}\right)_{I_{v}}\right|_{v} \cdot \prod_{v \notin S}\left|\mathbf{u}_{1} \wedge \ldots \wedge \mathbf{u}_{n}\right|_{v} \\
& =\prod_{v \in S} \frac{\left|\left(\mathbf{u}_{1} \wedge \ldots \wedge \mathbf{u}_{n}\right)_{I_{v}}\right|_{v}}{\left|\mathbf{u}_{1}\right|_{v} \cdots\left|\mathbf{u}_{n}\right|_{v}} \cdot \prod_{v \notin S} \frac{\left|\mathbf{u}_{1} \wedge \ldots \wedge \mathbf{u}_{n}\right|_{v}}{\left|\mathbf{u}_{1}\right|_{v} \cdots\left|\mathbf{u}_{n}\right|_{v}} \cdot H\left(\mathbf{u}_{1}\right) \cdots H\left(\mathbf{u}_{n}\right) .
\end{aligned}
$$

Together with (5.20), (5.19), (5.17) and $N=[(2 n-2) \kappa+1]$ this implies that

$$
\begin{aligned}
\Delta(\mathbf{I}, W) & <2 n!Q \Delta(\mathbf{I}, W) H\left(\mathbf{u}_{1}\right)^{-n} B^{-1 / 2 \kappa} \cdot(2 n!)^{-1} Q^{-1} \cdot H\left(\mathbf{u}_{1}\right) H\left(\mathbf{u}_{2}\right) \ldots H\left(\mathbf{u}_{n}\right) \\
& =\Delta(\mathbf{I}, W) B^{-1 / 2 \kappa} H\left(\mathbf{u}_{1}\right)^{1-n} H\left(\mathbf{u}_{2}\right) \ldots H\left(\mathbf{u}_{n}\right) \\
& <\Delta(\mathbf{I}, W) B^{-1 / 2 \kappa} \cdot B^{(1-n)(j-1) / N} B^{(n-1) j / N} \\
& =\Delta(\mathbf{I}, W) \cdot B^{-1 / 2 \kappa+(n-1) / N} \\
& \leq \Delta(\mathbf{I}, W),
\end{aligned}
$$

which is impossible. Thus, our assumption that the linear scattering of $\mathcal{F}(\gamma, j)$ is larger than the bound in (5.18) leads to a contradiction. This completes the proof of Lemma 7 .

## §6. Proof of Lemma 4.

Let again $K$ be an algebraic number field, $S$ a finite set of places on $K$ of cardinality $s$ containing all infinite places, $\Sigma$ a $\operatorname{Gal}(\overline{\mathbb{Q}} / K)$-action on $\{1, \ldots, r\}$ where $r \geq 2, W$ an $n$-dimensional $K$-linear subspace of $\Lambda_{\Sigma}$ where $n \geq 2$ and $\mathbf{I}=\left(I_{v}: v \in S\right)$ a collection of independent subsets of $\{1, \ldots, r\}$ of cardinality $n$. Further, let $0<\delta<$ 1. We consider the solutions of

$$
\begin{equation*}
\prod_{v \in S} \prod_{i \in I_{v}} \frac{\left|u_{i}\right|_{v}}{|\mathbf{u}|_{v}} \leq \Delta(\mathbf{I}, W) \cdot H(\mathbf{u})^{-n-\delta} \quad \text { in } \mathbf{u} \in W \tag{4.5}
\end{equation*}
$$

We shall distinguish between "large" and "small" solutions. The small solutions are treated by the gap principle. We shall deal with the large solutions $\mathbf{u}$ of (4.5) by choosing a suitable basis $\left\{\mathbf{a}_{1}, \ldots, \mathbf{a}_{n}\right\}$ for $W$ and then showing that the corresponding vectors $\mathbf{x}=\left(x_{1}, \ldots, x_{n}\right) \in K^{n}$ defined by $\mathbf{u}=x_{1} \mathbf{a}_{1}+\ldots+x_{n} \mathbf{a}_{n}$ satisfy an inequality of type (4.2) to which Lemma 3 is applicable.

We first choose the basis. Put

$$
W_{0}:=\left\{\mathbf{u}=\left(u_{1}, \ldots, u_{r}\right) \in W: u_{1} \cdots u_{r} \neq 0\right\} .
$$

Choose a vector $\mathbf{a}_{0}=\left(a_{01}, \ldots, a_{0 r}\right)$ from $W_{0}$ with minimal height and define the linear form

$$
l(\mathbf{X})=\sum_{j=1}^{r} a_{0 j}^{-1} X_{j} .
$$

Let

$$
T_{1}:=\{\mathbf{u} \in W: l(\mathbf{u})=0\} .
$$

$T_{1}$ is a proper $K$-linear subspace of $W$ since $l\left(\mathbf{a}_{0}\right)=r \neq 0$. Choose a basis $\left\{\mathbf{a}_{1}, \ldots, \mathbf{a}_{n}\right\}$ of $W$ such that $\mathbf{a}_{i} \in W_{0}$ and $\mathbf{a}_{i} \notin T_{1}$ for $i=1, \ldots, r$ and such that subject to these conditions, the product

$$
H\left(\mathbf{a}_{1}\right) \ldots H\left(\mathbf{a}_{n}\right) \text { is minimal. }
$$

Clearly, we may assume that $H\left(\mathbf{a}_{1}\right) \leq \ldots \leq H\left(\mathbf{a}_{n}\right)$. Thus, putting $M:=H\left(\mathbf{a}_{n}\right)$, we have

$$
\begin{equation*}
H\left(\mathbf{a}_{0}\right) \leq H\left(\mathbf{a}_{1}\right) \leq \ldots \leq H\left(\mathbf{a}_{n}\right)=M . \tag{6.1}
\end{equation*}
$$

We must normalise $\mathbf{a}_{1}, \ldots, \mathbf{a}_{n}$. The properties of $\mathbf{a}_{1}, \ldots, \mathbf{a}_{n}$ just mentioned are not affected when for $i=1, \ldots, n$, the vector $\mathbf{a}_{i}$ is replaced by $\lambda_{i} \mathbf{a}_{i}$ for any non-zero $\lambda_{i} \in K$. Take $\lambda_{i}:=\left(a_{01} \cdots a_{0 r}\right)^{-1} l\left(\mathbf{a}_{i}\right)^{-1}$. Each $\lambda_{i}$ belongs to $K^{*}$ (as can be verified by checking that $\sigma\left(\lambda_{i}\right)=\lambda_{i}$ for $\left.\sigma \in \operatorname{Gal}(\overline{\mathbb{Q}} / K)\right)$ and $l\left(\lambda_{i} \mathbf{a}_{i}\right)=\left(a_{01} \ldots a_{0 r}\right)^{-1}$ for $i=1, \ldots, r$. Therefore, we may assume that

$$
\begin{equation*}
l\left(\mathbf{a}_{i}\right)=\left(a_{01} \cdots a_{0 r}\right)^{-1} \quad \text { for } i=1, \ldots, r \tag{6.2}
\end{equation*}
$$

and shall do so in the sequel. Because of (6.2) we have some control over the quantities $\left|\mathbf{a}_{i}\right|_{v}\left(v \in M_{K}, i=1, \ldots, n\right)$. Namely, let $\mathbf{a}_{i}=\left(a_{i 1}, \ldots, a_{i r}\right)$; then by (6.2) we have $1=\left(a_{01} \cdots a_{0 r}\right)\left(\sum_{j=1}^{r} a_{i j} / a_{0 j}\right)$ and together with (3.1) this implies that

$$
\begin{equation*}
1 \leq r^{s(v)}\left|\mathbf{a}_{0}\right|_{v}^{r-1}\left|\mathbf{a}_{i}\right|_{v} \quad \text { for } v \in M_{K}, i=1, \ldots, n \tag{6.3}
\end{equation*}
$$

We need (6.3) to estimate $|\mathbf{u}|_{v}$ and $|\mathbf{x}|_{v}$ in terms of each other where $\mathbf{x}=\left(x_{1}, \ldots, x_{n}\right)$ $\in K^{n}$ is defined by $x_{1} \mathbf{a}_{1}+\ldots+x_{n} \mathbf{a}_{n}$.

Let $T_{2}$ be the $K$-linear subspace of $W$ generated by $\mathbf{a}_{1}, \ldots, \mathbf{a}_{n-1}$. For every $\mathbf{u} \in$ $W_{0} \backslash\left(T_{1} \cup T_{2}\right),\left\{\mathbf{a}_{1}, \ldots, \mathbf{a}_{n-1}, \mathbf{u}\right\}$ is a basis of $W$. So since $\mathbf{a}_{1}, \ldots, \mathbf{a}_{n}$ were chosen such that $H\left(\mathbf{a}_{1}\right) \cdots H\left(\mathbf{a}_{n}\right)$ is minimal we have $H\left(\mathbf{a}_{1}\right) \ldots H\left(\mathbf{a}_{n-1}\right) H(\mathbf{u}) \geq H\left(\mathbf{a}_{1}\right) \ldots H\left(\mathbf{a}_{n}\right)$. Hence

$$
\begin{equation*}
H(\mathbf{u}) \geq M \quad \text { for } \mathbf{u} \in W_{0} \backslash\left(T_{1} \cup T_{2}\right) \tag{6.4}
\end{equation*}
$$

Because of (6.4), the set of solutions of (4.5) can be divided into three sets:

$$
\begin{aligned}
& A=\left\{\mathbf{u} \in W_{0} \backslash\left(T_{1} \cup T_{2}\right): \mathbf{u} \text { satisfies }(4.5), H(\mathbf{u}) \geq(2 M)^{400 r^{3} / \delta}\right\} \\
& B=\left\{\mathbf{u} \in W_{0} \backslash\left(T_{1} \cup T_{2}\right): \mathbf{u} \text { satisfies }(4.5), M \leq H(\mathbf{u})<(2 M)^{400 r^{3} / \delta}\right\} \\
& C=\left\{\mathbf{u} \in T_{1} \cup T_{2} \cup\left\{u_{1}=0\right\} \cup \ldots \cup\left\{u_{r}=0\right\}: \mathbf{u} \text { satisfies }(4.5)\right\} .
\end{aligned}
$$

Clearly, $C$ has linear scattering $\leq r+2$ in $W$. It remains to estimate the linear scatterings of $A$ and $B$.

We first estimate the linear scattering of $A$ in $W$. Take $\mathbf{u} \in A$. Then $\mathbf{x}=$ $\left(x_{1}, \ldots, x_{n}\right) \in K^{n}$ defined by $\mathbf{u}=x_{1} \mathbf{a}_{1}+\ldots+x_{n} \mathbf{a}_{n}$ is non-zero. By (6.3) and $r \geq n$ we have

$$
\begin{align*}
|\mathbf{u}|_{v} & =n^{s(v)}|\mathbf{x}|_{v} \max \left(\left|\mathbf{a}_{1}\right|_{v}, \ldots,\left|\mathbf{a}_{n}\right|_{v}\right)  \tag{6.5}\\
& \leq n^{s(v)} r^{(n-1) s(v)}\left|\mathbf{a}_{0}\right|_{v}^{(r-1)(n-1)}|\mathbf{x}|_{v}\left|\mathbf{a}_{1}\right|_{v \ldots}\left|\mathbf{a}_{n}\right|_{v} \\
& \leq\left. r^{n s(v)}\left|\mathbf{a}_{0}\right|_{v}^{(r-1)(n-1)}\left|\mathbf{a}_{1}\right|_{v \ldots} \ldots \mathbf{a}_{n}\right|_{v} \cdot|\mathbf{x}|_{v} \text { for } v \in M_{K} .
\end{align*}
$$

By taking the product over $v \in M_{K}$ we obtain, using (6.1),

$$
\begin{align*}
H(\mathbf{u}) & \leq r^{n} H\left(\mathbf{a}_{0}\right)^{(r-1)(n-1)} H\left(\mathbf{a}_{1}\right) \ldots H\left(\mathbf{a}_{n}\right) H(\mathbf{x})  \tag{6.6}\\
& \leq r^{n} M^{(r-1)(n-1)+n} H(\mathbf{x}) \\
& \leq r^{n} M^{r n} H(\mathbf{x}) .
\end{align*}
$$

For $v \in M_{K}$, choose an independent set $I \subset\{1, \ldots, r\}$ of cardinality $n$ such that $\left|\left(\mathbf{a}_{1} \wedge \ldots \wedge \mathbf{a}_{n}\right)_{I}\right|_{v}=\left|\mathbf{a}_{1} \wedge \ldots \wedge \mathbf{a}_{n}\right|_{v}$. Suppose for convenience that $I=\{1, \ldots, n\}$. Then

$$
\Delta:=\left(\mathbf{a}_{1} \wedge \ldots \wedge \mathbf{a}_{n}\right)_{I}=\left|\begin{array}{ccc}
a_{11} & \ldots & a_{n 1}  \tag{6.7}\\
\vdots & & \vdots \\
a_{1 n} & \ldots & a_{n n}
\end{array}\right|
$$

We have $u_{i}=\sum_{j=1}^{v} a_{j i} x_{j}$ for $i=1, \ldots, n$. Hence by Cramer's rule,

$$
\begin{equation*}
x_{i}=\sum_{j=1}^{n}\left(\Delta_{i j} / \Delta\right) u_{j}, \tag{6.8}
\end{equation*}
$$

where $\Delta_{i j}$ is $\pm$ the determinant obtained by deleting the $i$-th row and $j$-th column from $\Delta$. By (3.3) and (6.3) we have for $v \in M_{K}$,

$$
\left|\Delta_{i j}\right|_{v} \leq\{(n-1)!\}^{s(v)} \prod_{\substack{i=1 \\ i \neq j}}^{n}\left|\mathbf{a}_{i}\right|_{v} \leq\{(n-1)!\}^{s(v)} r^{s(v)}\left|\mathbf{a}_{0}\right|_{v}^{r-1}\left|\mathbf{a}_{1}\right|_{v} \ldots\left|\mathbf{a}_{n}\right|_{v}
$$

By inserting this into (6.8) and using (6.7) we obtain

$$
|\mathbf{x}|_{v} \leq(n!r)^{s(v)}\left|\mathbf{a}_{0}\right|_{v}^{r-1} \frac{\left.\left|\mathbf{a}_{1}\right|_{v \ldots} \ldots \mathbf{a}_{n}\right|_{v}}{\left|\mathbf{a}_{1} \wedge \ldots \wedge \mathbf{a}_{n}\right|_{v}} \cdot|\mathbf{u}|_{v} \text { for } v \in M_{K}
$$

so, by taking the product over $v$, using $n \leq r$ and (3.9),

$$
\begin{equation*}
H(\mathbf{x}) \leq r^{n+1} \frac{M^{r+n-1}}{H(W)} H(\mathbf{u}) \leq r^{n+1} M^{r+n-1} H(\mathbf{u}) \tag{6.9}
\end{equation*}
$$

For $j=1, \ldots, r$ define the linear form $l_{j}$ by taking the $j$-th coordinates of $\mathbf{a}_{1}, \ldots, \mathbf{a}_{n}$, i.e.

$$
l_{j}(\mathbf{X})=a_{1 j} X_{1}+\ldots+a_{n j} X_{n}
$$

For $j=1, \ldots, r$ define the field $K_{j}$ by $\operatorname{Gal}\left(\overline{\mathbb{Q}} / K_{j}\right)=\{\sigma \in \operatorname{Gal}(\overline{\mathbb{Q}} / K): \sigma(j)=j\}$ (where the action by $\operatorname{Gal}(\overline{\mathbb{Q}} / K)$ on $\{1, \ldots, r\}$ is by means of $\Sigma)$. The cosets of $\operatorname{Gal}\left(\overline{\mathbb{Q}} / K_{j}\right)$ in $\operatorname{Gal}(\overline{\mathbb{Q}} / K)$ are $\{\sigma: \sigma(j)=k\}$ for certain $k \in\{1, \ldots, r\}$. Hence $\left[K_{j}\right.$ : $K] \leq r$. For $\sigma \in \operatorname{Gal}\left(\overline{\mathbb{Q}} / K_{j}\right), j=1, \ldots, r, i=1, \ldots, n$ we have $\sigma\left(a_{i j}\right)=a_{i, \sigma(j)}=a_{i j}$ hence $l_{j}$ has its coefficients in $K_{j}$. It follows that

$$
\begin{equation*}
\left[K\left(l_{j}\right): K\right] \leq r \quad \text { for } \quad j=1, \ldots, r \tag{6.10}
\end{equation*}
$$

Let $L=K_{1} \ldots K_{r}$. For $w \in M_{L}$ we have, by (6.3),

$$
\begin{aligned}
\left|l_{j}\right|_{w}=\left|a_{1 j}, \ldots, a_{n j}\right|_{w} & \leq \max \left(\left|\mathbf{a}_{1}\right|_{w}, \ldots,\left|\mathbf{a}_{n}\right|_{w}\right) \\
& \leq r^{(n-1) s(w)}\left|\mathbf{a}_{0}\right|_{w}^{(r-1)(n-1)}\left|\mathbf{a}_{1}\right|_{w} \ldots\left|\mathbf{a}_{n}\right|_{w}
\end{aligned}
$$

So by taking the product over $w \in M_{L}$, on using (6.1),

$$
H\left(l_{j}\right) \leq r^{n-1} M^{(r-1)(n-1)+n} \leq r^{n-1} M^{r n} \quad \text { for } j=1, \ldots, r .
$$

Together with $H(\mathbf{u}) \geq(2 M)^{400 r^{3} / \delta}$ and (6.6) this implies that

$$
\begin{align*}
H(\mathbf{x}) & \geq r^{-n} M^{-r n} H(\mathbf{u}) \geq r^{-n} M^{-r n}(2 M)^{400 r^{3} / \delta}  \tag{6.11}\\
& \geq n^{1 / 2} r^{n-1} M^{r n} \\
& \geq n^{1 / 2} \cdot \max _{j=1, \ldots, r} H\left(l_{j}\right) .
\end{align*}
$$

We shall show that

$$
\begin{equation*}
\prod_{v \in S} \prod_{i \in I_{v}} \frac{\left|l_{i}(\mathbf{x})\right|_{v}}{|\mathbf{x}|_{v}} \leq n^{-1 / 2} \prod_{v \in S}\left|\operatorname{det}\left(l_{i}: i \in I_{v}\right)\right|_{v} \cdot H(\mathbf{x})^{-n-99 \delta / 100} \tag{6.12}
\end{equation*}
$$

First observe that by (3.4),

$$
\begin{align*}
\prod_{v \in S}\left|\operatorname{det}\left(l_{i}: i \in I_{v}\right)\right|_{v} & =\prod_{v \in S}\left|\left(\mathbf{a}_{1} \wedge \ldots \wedge \mathbf{a}_{n}\right)_{I_{v}}\right|_{v}  \tag{6.13}\\
& =\Delta(\mathbf{I}, W)\left(\prod_{v \notin S}\left|\mathbf{a}_{1} \wedge \ldots \wedge \mathbf{a}_{n}\right|_{v}\right)^{-1} \\
& \geq \Delta(\mathbf{I}, W)\left(\prod_{v \notin S}\left|\mathbf{a}_{1}\right|_{v \ldots} .\left.\mathbf{a}_{n}\right|_{v}\right)^{-1} .
\end{align*}
$$

Further, by (6.5) and (6.3),

$$
\begin{aligned}
\text { (6.14) } & \prod_{v \in S}|\mathbf{u}|_{v} \leq \prod_{v \in S}\left\{\left.r^{n s(v)}\left|\mathbf{a}_{0}\right|_{v}^{(r-1)(n-1)}\left|\mathbf{a}_{1}\right|\right|_{v} \ldots\left|\mathbf{a}_{n}\right|_{v}\right\} \cdot \prod_{v \in S}|\mathbf{x}|_{v} \\
& =r \prod_{v \in S}\left\{\prod_{i=1}^{n} r^{s(v)}\left|\mathbf{a}_{0}\right|_{v}^{r-1}\left|\mathbf{a}_{i}\right|_{v}\right\}^{\frac{n-1}{n}}\left(\left.\prod_{v \in S}\left|\mathbf{a}_{1}\right|_{v \ldots} \ldots \mathbf{a}_{n}\right|_{v}\right)^{1 / n} \prod_{v \in S}|\mathbf{x}|_{v} \\
& \leq r \prod_{v \in M_{K}}\left\{\prod_{i=1}^{n} r^{s(v)}\left|\mathbf{a}_{0}\right|_{v}^{r-1}\left|\mathbf{a}_{i}\right|_{v}\right\}^{\frac{n-1}{n}}\left(\prod_{v \in S}\left|\mathbf{a}_{1}\right|_{v \ldots}\left|\mathbf{a}_{n}\right|_{v}\right)^{1 / n} \prod_{v \in S}|\mathbf{x}|_{v} \\
& =r^{n} H\left(\mathbf{a}_{0}\right)^{(r-1)(n-1)} H\left(\mathbf{a}_{1}\right) \ldots H\left(\mathbf{a}_{n}\right) \cdot\left(\prod_{v \notin S}\left|\mathbf{a}_{1}\right|_{v \ldots}\left|\mathbf{a}_{n}\right|_{v}\right)^{-1 / n} \cdot \prod_{v \in S}|\mathbf{x}|_{v} \\
& \leq r^{n} M^{r n}\left(\prod_{v \notin S}\left|\mathbf{a}_{1}\right|_{v \ldots}\left|\mathbf{a}_{n}\right|_{v}\right)^{-1 / n} \cdot \prod_{v \in S}|\mathbf{x}|_{v} .
\end{aligned}
$$

We have $l_{i}(\mathbf{x})=u_{i}$ for $i=1, \ldots, r$. Now (6.14), (6.13), (6.9) imply that

$$
\begin{gathered}
\prod_{v \in S} \prod_{i \in I_{v}} \frac{\left|l_{i}(\mathbf{x})\right|_{v}}{|\mathbf{x}|_{v}} \cdot n^{\frac{1}{2}(n+\delta)}\left(\prod_{v \in S}\left|\operatorname{det}\left(l_{i}: i \in I_{v}\right)\right|_{v}\right)^{-1} \cdot H(\mathbf{x})^{n+99 \delta / 100} \\
\leq\left(\prod_{v \in S} \prod_{i \in I_{v}} \frac{\left|u_{i}\right|_{v}}{|\mathbf{u}|_{v}}\right)\left\{r^{n} M^{r n}\right\}^{n}\left(\prod_{v \notin S}\left|\mathbf{a}_{1}\right|_{v} \ldots\left|\mathbf{a}_{n}\right|_{v}\right)^{-1} \cdot \\
\cdot n^{\frac{1}{2}(n+\delta)} \Delta(\mathbf{I}, W)^{-1}\left(\prod_{v \notin S}\left|\mathbf{a}_{1}\right|_{v} \ldots\left|\mathbf{a}_{n}\right|_{v}\right) \\
\cdot\left(r^{n+1} M^{r+n-1}\right)^{n+99 \delta / 100} H(\mathbf{u})^{n+99 \delta / 100} \\
=\left(\prod_{v \in S} \prod_{i \in I_{v}} \frac{\left|u_{i}\right|_{v}}{|\mathbf{u}|_{v}}\right) \Delta(\mathbf{I}, W)^{-1} H(\mathbf{u})^{n+\delta} . \\
\quad \cdot n^{\frac{1}{2}(n+\delta)} r^{n^{2}+(n+1)(n+99 \delta / 100)} M^{r n^{2}+(r+n-1)(n+99 \delta / 100)} H(\mathbf{u})^{-\delta / 100} .
\end{gathered}
$$

By (4.5) and by $H(\mathbf{u}) \geq(2 M)^{400 r^{3} / \delta}, 0<\delta<1, r \geq n \geq 2$ this is $\leq 1$. This proves (6.12).

By Lemma 3 and (6.10), the set of $\mathbf{x} \in K^{n}$ with (6.11), (6.12) has linear scattering in $K^{n}$ at most

$$
N_{A}:=\left\{2^{60 n^{2}}\left(\frac{100}{99}\right)^{7 n} \delta^{-7 n}\right\}^{s} \log 4 r \cdot \log \log 4 r .
$$

Since $\mathbf{u} \mapsto \mathbf{x}$ is a bijective linear mapping from $W$ to $K^{n}$, it follows that the linear scattering of $A$ in $W$ is at most $N_{A}$.

We now estimate the linear scattering of $B$ in $W$. Put

$$
\theta:=r^{(n s-1) /(n s+1)} .
$$

Let $k$ be the smallest integer such that

$$
\theta^{k} \geq 400 r^{3} / \delta
$$

As $r \geq 2$ and $(n s+1) /(n s-1) \leq 3$, we have

$$
\begin{equation*}
k \leq 1+\frac{n s+1}{n s-1}\left(3+\frac{\log (400 / \delta)}{\log r}\right) \leq 10+5 \log (400 / \delta) . \tag{6.15}
\end{equation*}
$$

For each $\mathbf{u} \in B$, there is a $j \in\{1, \ldots, k\}$ such that

$$
\begin{equation*}
\frac{1}{2}(2 M)^{\theta^{j-1}} \leq H(\mathbf{u})<(2 M)^{\theta^{j}} \tag{6.16}
\end{equation*}
$$

From (4.5) and the lower bound in (6.16) it follows that

$$
\prod_{v \in S} \prod_{i \in I_{v}} \frac{\left|u_{i}\right|_{v}}{|\mathbf{u}|_{v}} \leq \Delta(\mathbf{I}, W) H(\mathbf{u})^{-n} \cdot\left\{\frac{1}{2}(2 M)^{\theta^{j-1}}\right\}^{-\delta} .
$$

By applying Lemma 7 with $P=\left\{\frac{1}{2}(2 M)^{\theta^{j-1}}\right\}^{\delta}, Q=1, B=(2 M)^{\theta^{j}}$, on observing that $\log B / \log 2 P \leq \theta / \delta$, we obtain that the set of $\mathbf{u} \in B$ with (6.16) has linear scattering in $W$ at most

$$
\left(270 n^{10} r \theta / \delta\right)^{n s+1}=\left(270 n^{10} / \delta\right)^{n s+1} r^{2 n s}
$$

Together with (6.15) this implies that $B$ has linear scattering in $W$ at most

$$
\begin{aligned}
N_{B} & :=\{10+5 \log (400 / \delta)\}\left(270 n^{10} / \delta\right)^{n s+1} r^{2 n s} \\
& \leq\left(\frac{270 n^{10} r}{\delta}\right)^{2 n s} .
\end{aligned}
$$

Recalling that $C$ has linear scattering in $W$ at most $N_{C}:=r+2$, we conclude that the set of $\mathbf{u} \in W$ with (4.5) has total linear scattering in $W$ at most

$$
\begin{aligned}
N_{A} & +N_{B}+N_{C} \\
& =\left(2^{60 n^{2}}\left(\frac{100}{99}\right)^{7 n} \delta^{-7 n}\right)^{s} \log 4 r \cdot \log \log 4 r+\left(\frac{270 n^{10} r}{\delta}\right)^{2 n s}+r+2 \\
& <\left(2^{61 n^{2}} r^{2 n} \delta^{-7 n}\right)^{s} .
\end{aligned}
$$

This completes the proof of Lemma 4.

## §7. Some linear algebra.

We will have to derive Theorem 4 from Lemma 4 and for this we need some linear algebra. Let $K$ be an algebraic number field, $\Sigma$ a $\operatorname{Gal}(\overline{\mathbb{Q}} / K)$-action on $\{1, \ldots, r\}$, and $W$ an $n$-dimensional $K$-linear subspace of $\Lambda_{\Sigma}$. In what follows, by $\mathbf{u}, \mathbf{c}, \lambda$ we denote vectors $\left(u_{1}, \ldots, u_{r}\right),\left(c_{1}, \ldots, c_{r}\right),\left(\lambda_{1}, \ldots, \lambda_{r}\right)$. Note that we use both the coordinatewise product $\mathbf{c u}=\left(c_{1} u_{1}, \ldots, c_{r} u_{r}\right)$ and the scalar product $(\mathbf{c}, \mathbf{u})=c_{1} u_{1}+\ldots+c_{r} u_{r}$. We define the orthogonal complement of $W$ by the $\overline{\mathbb{Q}}$-vector space

$$
W^{\perp}=\left\{\mathbf{c} \in \overline{\mathbb{Q}}^{r}:(\mathbf{c}, \mathbf{u})=0 \text { for every } \mathbf{u} \in W\right\} .
$$

We have to be a little bit careful since $W^{\perp}$ is a $\overline{\mathbb{Q}}$-vector space, whereas $W$ is a $K$-vector space.

Lemma 8. $W=\left\{\mathbf{u} \in \Lambda_{\Sigma}:(\mathbf{c}, \mathbf{u})=0\right.$ for every $\left.\mathbf{c} \in W^{\perp}\right\}$.
Proof. Let $W^{\prime}=\left\{\mathbf{u} \in \Lambda_{\Sigma}:(\mathbf{c}, \mathbf{u})=0\right.$ for every $\left.\mathbf{c} \in W^{\perp}\right\}$. Then $W^{\prime}$ is a $K$-linear subspace of $\Lambda_{\Sigma}$ with $W^{\prime} \supseteq W$ and $W^{\prime \perp}=W^{\perp}$. Let $\left\{\mathbf{a}_{1}, \ldots, \mathbf{a}_{n}\right\}$ be any basis of $W$. Then $W^{\perp}=\left\{\mathbf{c} \in \overline{\mathbb{Q}}^{r}:\left(\mathbf{a}_{i}, \mathbf{c}\right)=0\right.$ for $\left.i=1, \ldots, n\right\}$. By Lemma $2,\left\{\mathbf{a}_{1}, \ldots, \mathbf{a}_{n}\right\}$ is $\overline{\mathbb{Q}}$-linearly independent. Hence $\operatorname{dim}_{\overline{\mathbb{Q}}} W^{\perp}=r-n$. Similarly, $\operatorname{dim}_{\overline{\mathbb{Q}}} W^{\prime \perp}=r-\operatorname{dim}_{K} W^{\prime}$. Hence $\operatorname{dim}_{K} W^{\prime}=n$. It follows that $W=W^{\prime}$.

For $\mathbf{c}=\left(c_{1}, \ldots, c_{r}\right) \in \overline{\mathbb{Q}}^{r}, \sigma \in \operatorname{Gal}(\overline{\mathbb{Q}} / K)$ define the vector

$$
\begin{equation*}
\mathbf{c}^{(\sigma)}:=\left(\sigma\left(c_{\sigma^{-1}(1)}\right), \ldots, \sigma\left(c_{\sigma^{-1}(r)}\right)\right) \tag{7.1}
\end{equation*}
$$

Obviously, $\mathbf{c} \in \Lambda_{\Sigma}$ if and only if $\mathbf{c}^{(\sigma)}=\mathbf{c}$ for every $\sigma \in \operatorname{Gal}(\overline{\mathbb{Q}} / K)$. We use this to prove:

Lemma 9. Let $\mathcal{P}=\left\{P_{1}, \ldots, P_{t}\right\}$ be a symmetric partition of $\{1, \ldots, r\}$. Then $\operatorname{dim}_{K} \Lambda_{\mathcal{P}}=t$.

Proof. Define the $\overline{\mathbb{Q}}$-vector space $Y=\left\{\mathbf{u} \in \overline{\mathbb{Q}}^{r}: u_{i}=u_{j}\right.$ for each pair $\left.i \sim \mathcal{\sim} j\right\}$ (recall that $i \stackrel{\mathcal{P}}{\sim} j$ if and only if $i, j$ belong to the same set of $\mathcal{P}$ ). Then $\Lambda_{\mathcal{P}}=$ $Y \cap \Lambda_{\Sigma}$. We claim that every $\mathbf{u} \in Y$ is a linear combination of vectors from $\Lambda_{\mathcal{P}}$. Namely, take $\mathbf{u} \in Y$. Since $\mathcal{P}$ is a symmetric partition we have also that $\mathbf{u}^{(\sigma)} \in Y$ for every $\sigma \in \operatorname{Gal}(\overline{\mathbb{Q}} / K)$. Let $G$ be the group of $\sigma \in \operatorname{Gal}(\overline{\mathbb{Q}} / K)$ such that $\sigma\left(u_{i}\right)=u_{i}$ and $\sigma(i)=i$ for $i=1, \ldots, r$. Then $G$ has finite index in $\operatorname{Gal}(\overline{\mathbb{Q}} / K)$; let $\sigma_{1}, \ldots, \sigma_{g}$ be a full system of left coset-representatives. Let $L$ be the extension of $K$ with $\operatorname{Gal}(\overline{\mathbb{Q}} / L)=G$ and choose a $K$-basis $\omega_{1}, \ldots, \omega_{g}$ of $L$. Then the vectors $\mathbf{b}_{i}:=\sum_{j=1}^{g} \sigma_{j}\left(\omega_{i}\right) \mathbf{u}^{\left(\sigma_{j}\right)}(i=1, \ldots, g)$ belong to $Y$; further, by the definition of $G$ and $L, \mathbf{b}_{i}$ is independent of the choice of the coset representatives. Since left multiplication with $\sigma \in \operatorname{Gal}(\overline{\mathbb{Q}} / K)$ permutes the left cosets of $G$ in $\operatorname{Gal}(\overline{\mathbb{Q}} / K)$, we have $\mathbf{b}_{i}^{(\sigma)}=\sum \sigma \sigma_{j}\left(\omega_{i}\right) \mathbf{u}^{\left(\sigma \sigma_{j}\right)}=\mathbf{b}_{i}$ for $\sigma \in \operatorname{Gal}(\overline{\mathbb{Q}} / K)$, i.e. $\mathbf{b}_{i} \in Y \cap \Lambda_{\Sigma}=\Lambda_{\mathcal{P}}$ for $i=1, \ldots, g$. Now since the matrix $\left(\sigma_{j}\left(\omega_{i}\right)\right)$ is invertible, we have that $\mathbf{u}$ is a linear combination of $\mathbf{b}_{1}, \ldots, \mathbf{b}_{g}$. This proves our claim.

Clearly, $\operatorname{dim}_{\overline{\mathbb{Q}}} Y=t$. From what we proved above, it follows that $Y$ is generated by a $K$-basis of $\Lambda_{\mathcal{P}}$. By Lemma 2 , this $K$-basis is $\overline{\mathbb{Q}}$-linearly independent, hence consists of $t$ vectors. This implies Lemma 9.

We can now give an alternative description for the space $W_{\mathcal{P}}$ :

Lemma 10. Let $\mathcal{P}=\left\{P_{1}, \ldots, P_{t}\right\}$ be a symmetric partition of $\{1, \ldots, r\}$. Then

$$
W_{\mathcal{P}}=\left\{\mathbf{u} \in W: \sum_{i \in P_{j}} c_{i} u_{i}=0 \text { for } j=1, \ldots, t \text { and for every } \mathbf{c} \in W^{\perp}\right\}
$$

Proof. For $\lambda=\left(\lambda_{1}, \ldots, \lambda_{r}\right) \in \Lambda_{\mathcal{P}}$ define $\lambda^{\prime}=\left(\lambda_{1}^{\prime}, \ldots, \lambda_{t}^{\prime}\right)$ where $\lambda_{i}^{\prime}=\lambda_{j}$ for each $j \in P_{i}$. Further, for $\mathbf{u} \in W, \mathbf{c} \in W^{\perp}, j=1, \ldots, t$ we put $(\mathbf{c}, \mathbf{u})_{j}:=\sum_{i \in P_{j}} c_{i} u_{i}$. Thus, for $\mathbf{u} \in W, \mathbf{c} \in W^{\perp}, \lambda \in \Lambda_{\mathcal{P}}$ we have

$$
\begin{equation*}
(\mathbf{c}, \lambda \mathbf{u})=\sum_{j=1}^{t} \lambda_{j}^{\prime}(\mathbf{c}, \mathbf{u})_{j} . \tag{7.2}
\end{equation*}
$$

Recalling that $W_{\mathcal{P}}=\left\{\mathbf{u} \in W: \mathbf{u} \Lambda_{\mathcal{P}} \subseteq W\right\}$, we infer by Lemma 8 that $\mathbf{u} \in W_{\mathcal{P}}$ if and only if $(\lambda \mathbf{u}, \mathbf{c})=0$ for every $\lambda \in \Lambda_{\mathcal{P}}, \mathbf{c} \in W^{\perp}$. Further, by Lemma 9 and Lemma 2, among the vectors $\lambda \in \Lambda_{\mathcal{P}}$, hence also among the vectors $\lambda^{\prime}$, there are $t$ $\overline{\mathbb{Q}}$-linearly independent ones. Together with (7.2) this implies that $(\lambda \mathbf{u}, \mathbf{c})=0$ for every $\lambda \in \Lambda_{\mathcal{P}}$ if and only if $(\mathbf{c}, \mathbf{u})_{j}=0$ for $j=1, \ldots, t$. This proves Lemma 10 .

Remark 4. (cf. §1 for notation.) We show that solutions of (1.5) satisfying (1.15) are $(F, S)$-non-degenerate. Let $l_{1}, \ldots, l_{r}$ be the linear factors of $F$, define the linear mapping $\varphi(\mathbf{x})=\left(l_{1}(\mathbf{x}), \ldots, l_{r}(\mathbf{x})\right)$ and put $W=\varphi\left(K^{n}\right)$. Suppose that $\mathbf{x} \in \mathcal{O}_{S}^{n}$ satisfies (1.15). Put $\mathbf{u}=\varphi(\mathbf{x})$. Then for each proper, non-empty subset $I$ of $\{1, \ldots, r\}$ there is a $\mathbf{c} \in W^{\perp}$ such that $\sum_{i \in I} c_{i} u_{i} \neq 0$. Lemma 10 implies that $\mathbf{u} \notin W_{\mathcal{P}}$ for each symmetric partition $\mathcal{P} \neq\{\{1, \ldots, r\}\}$; hence $\mathbf{u}$ is $S$-nondegenerate. Now by definition, $\mathbf{x}$ is $(F, S)$-non-degenerate.

We define the support of $\mathbf{c}=\left(c_{1}, \ldots, c_{r}\right) \in W^{\perp}$ by

$$
\operatorname{supp}(\mathbf{c}):=\left\{i \in\{1, \ldots, r\}: c_{i} \neq 0\right\} .
$$

We say that $\mathbf{c}$ has minimal support in $W^{\perp}$ if $\mathbf{c} \in W^{\perp}$ is non-zero and if there is no non-zero $\mathbf{c}^{\prime} \in W^{\perp}$ with $\operatorname{supp}\left(\mathbf{c}^{\prime}\right) \varsubsetneqq \operatorname{supp}(\mathbf{c})$.
We associate a hypergraph $\mathcal{H}(W)$ to $W$, by taking as set of vertices $\{1, \ldots, r\}$ and as edges those subsets $I$ of $\{1, \ldots, r\}$ for which there exists a vector $\mathbf{c}$ of minimal support in $W^{\perp}$ with $\operatorname{supp}(\mathbf{c})=I$.

We say that two vertices $i, j \in\{1, \ldots, r\}$ are connected if there are $i_{1}, i_{2}, \ldots, i_{t} \in$ $\{1, \ldots, r\}$, such that each of the pairs $\left\{i, i_{1}\right\},\left\{i_{1}, i_{2}\right\}, \ldots,\left\{i_{t}, j\right\}$ is a subset of an edge of $\mathcal{H}(W)$. Connectedness is clearly an equivalence relation on $\{1, \ldots, r\}$ and the equivalence classes are called the connected components of $\mathcal{H}(W)$.
The connected components of $\mathcal{H}(W)$ form a symmetric partition. Namely, let $\sigma \in \operatorname{Gal}(\overline{\mathbb{Q}} / K)$. For every $\mathbf{c} \in W^{\perp}, \mathbf{u} \in W$ we have $\left(\mathbf{u}, \mathbf{c}^{(\sigma)}\right)=\sigma((\mathbf{u}, \mathbf{c}))=0$, where $\mathbf{c}^{(\sigma)}$ is defined by (7.1); hence $\mathbf{c}^{(\sigma)} \in W^{\perp}$. It follows that if $I$ is an edge of
$\mathcal{H}(W)$ then so is $\sigma(I)$. Consequently, $\sigma$ maps each connected component of $\mathcal{H}(W)$ to a connected component.

We prove some properties of $\mathcal{H}(W)$. Let $\mathcal{P}=\left\{P_{1}, \ldots, P_{t}\right\}$ be the symmetric partition of connected components of $\mathcal{H}(W)$. For $j=1, \ldots, t$, define the linear subspace of $W^{\perp}$,

$$
\begin{equation*}
Y_{j}:=\left\{\mathbf{c} \in W^{\perp}: \operatorname{supp}(\mathbf{c}) \subseteq P_{j}\right\} . \tag{7.3}
\end{equation*}
$$

Lemma 11. (i). $W^{\perp}=Y_{1} \oplus \ldots \oplus Y_{t}$.
(ii). For the height of $W$ we have $H(W)=H\left(Y_{1}\right) \cdots H\left(Y_{t}\right)$.
(iii). $W=W_{\mathcal{P}}$.

Proof. (i). Every non-zero $\mathbf{c} \in W^{\perp}$ is a sum of vectors with minimal support in $W^{\perp}$. Namely, if $\mathbf{c} \in W^{\perp}$ has minimal support then we are done; otherwise, choose a vector $\mathbf{c}^{\prime}$ with minimal support in $W^{\perp}$ such that $\operatorname{supp}\left(\mathbf{c}^{\prime}\right) \varsubsetneqq \operatorname{supp}(\mathbf{c})$ and arrange, by taking a suitable scalar multiple, that a non-zero coordinate of $\mathbf{c}^{\prime}$ is equal to the corresponding coordinate of $\mathbf{c}$; then $\operatorname{supp}\left(\mathbf{c}-\mathbf{c}^{\prime}\right) \varsubsetneqq \operatorname{supp}(\mathbf{c})$ and we may repeat the argument with $\mathbf{c}-\mathbf{c}^{\prime}$.
Let $\mathbf{c} \in W^{\perp}$. We have $\mathbf{c}=\sum_{j=1}^{t} \sum_{i \in T_{j}} \mathbf{d}_{i j}$, where $\mathbf{d}_{i j}$ has minimal support in $W^{\perp}, \operatorname{supp}\left(\mathbf{d}_{i j}\right) \subseteq P_{j}$, and $T_{j}$ is some set of indices. Put $\mathbf{c}_{j}:=\sum_{i \in T_{j}} \mathbf{d}_{i j}$. Then $\mathbf{c}=\mathbf{c}_{1}+\ldots+\mathbf{c}_{t}, \mathbf{c}_{j} \in W^{\perp}, \operatorname{supp}\left(\mathbf{c}_{j}\right) \subseteq P_{j}$, i.e. $\mathbf{c}_{j} \in Y_{j} . \mathbf{c}_{1}, \ldots, \mathbf{c}_{t}$ are uniquely determined by $\mathbf{c}$, since for each $i \in P_{j}$, the $i$-th coordinate of $\mathbf{c}_{j}$ is equal to the $i$-th coordinate of $\mathbf{c}$. This proves (i).
(ii). By (3.5), (3.6) we have $H(W)=H\left(W^{\perp}\right)=H\left(Y_{1}\right) \cdots H\left(Y_{t}\right)$. We mention that (3.5) has been stated for subspaces of $\overline{\mathbb{Q}}^{r}$ and not for subspaces of $\Lambda_{\Sigma}$. However, letting $\bar{W}=\overline{\mathbb{Q}} W$ be the $\overline{\mathbb{Q}}$-vector space generated by $W$, we know by Lemma 2 that any basis of $W$ is a basis of $\bar{W}$, and by definition (3.8) that $H(W)=H(\bar{W})$; further, it is obvious that $W^{\perp}=\bar{W}^{\perp}$.
(iii). By (i) we can express $\mathbf{c} \in W^{\perp}$ as $\mathbf{c}_{1}+\ldots+\mathbf{c}_{t}$ with $\mathbf{c}_{i} \in W^{\perp}, \operatorname{supp}\left(\mathbf{c}_{i}\right) \subseteq P_{i}$ for $i=1, \ldots, t$. Hence for $\mathbf{u} \in W, \mathbf{c} \in W^{\perp}$ we have $\left(\mathbf{c}_{i}, \mathbf{u}\right)=0$ for $i=1, \ldots, t$; together with Lemma 10 this implies that $\mathbf{u} \in W_{\mathcal{P}}$. This shows (iii).

We recall that a non-empty subset $I$ of $\{1, \ldots, r\}$ is called independent if (4.4) holds; otherwise $I$ is called dependent. Below we have collected some simple facts for later use. $\mathcal{P}=\left\{P_{1}, \ldots, P_{t}\right\}$ denotes again the symmetric partition of connected components of $\mathcal{H}(W)$.

Lemma 12. (i). A non-empty subset I of $\{1, \ldots, r\}$ is dependent if and only if there is an edge $J$ of $\mathcal{H}_{W}$ with $J \subseteq I$.
(ii). Each maximal independent subset of $\{1, \ldots, r\}$ has cardinality $n$.
(iii). Each maximal independent subset of $P_{j}(j=1, \ldots, t)$ has the same cardinality, $n_{j}$, say.
(iv). Let $I_{j}$ be a maximal independent subset of $P_{j}$ for $j=1, \ldots, t$. Then $I_{1} \cup \ldots \cup I_{t}$ is a maximal independent subset of $\{1, \ldots, r\}$. Hence $n_{1}+\ldots+n_{t}=n$.
(v). Let $I$ be an edge of $\mathcal{H}(W)$, contained in the connected component $P_{j}$. Then there is a subset $H$ of $P_{j}$ such that for each $i \in I,(I \backslash\{i\}) \cup H$ is an independent set of cardinality $n_{j}$.

Proof. We first make some remarks. Let $\bar{W}=\overline{\mathbb{Q}} W$ be the $\overline{\mathbb{Q}}$-vector space generated by $W$. Then by Lemma $2, \bar{W}$ has dimension $n$. Denote by $f_{i}$ the $\overline{\mathbb{Q}}$-linear function $\mathbf{u} \mapsto u_{i}$ on $\bar{W}$. Thus, $f_{1}, \ldots, f_{r}$ generate the vector space of $\overline{\mathbb{Q}}$-linear functions on $\bar{W}$. Hence $\operatorname{rank}_{\overline{\mathbb{Q}}}\left\{f_{1}, \ldots, f_{r}\right\}=\operatorname{dim}_{\overline{\mathbb{Q}}} \bar{W}=n$. Now (4.4) and the fact that every vector in $\bar{W}$ is a $\overline{\mathbb{Q}}$-linear combination of vectors in $W$ imply that $I$ is (in)dependent if and only if $\left\{f_{i}: i \in I\right\}$ is $\overline{\mathbb{Q}}$-linearly (in)dependent. Further, $\mathbf{c}=\left(c_{1}, \ldots, c_{r}\right) \in W^{\perp}$ if and only if $\sum_{i=1}^{n} c_{i} f_{i}=0$.
(i). By the remarks just made we have that $I$ is dependent $\Longleftrightarrow$ there exists a non-zero $\mathbf{c}=\left(c_{1}, \ldots, c_{r}\right) \in \overline{\mathbb{Q}}^{r}$ with $\operatorname{supp}(\mathbf{c}) \subseteq I, \sum_{i=1}^{r} c_{i} f_{i}=0 \Longleftrightarrow$ there is a non-zero $\mathbf{c} \in W^{\perp}$ with $\operatorname{supp}(\mathbf{c}) \subseteq I \Longleftrightarrow I$ contains an edge of $\mathcal{H}(W)$.
(ii). The remarks made above imply that a maximal independent subset of $\{1, \ldots, r\}$ has cardinality $\operatorname{rank}_{\overline{\mathbb{Q}}}\left\{f_{1}, \ldots, f_{r}\right\}=\operatorname{dim}_{\overline{\mathbb{Q}}} W=n$.
(iii). This holds with $n_{j}:=\operatorname{rank}_{\overline{\mathbb{Q}}}\left\{f_{i}: i \in P_{j}\right\}$.
(iv). We apply (i). Put $I=I_{1} \cup \ldots \cup I_{t}$. If $I$ is dependent then there is an edge $J$ of $\mathcal{H}(W)$ with $J \subseteq I$. But then, $J \subseteq I \cap P_{j}=I_{j}$ for some $j$ which contradicts that $I_{j}$ is independent. Further, for each $i \in\{1, \ldots, r\} \backslash I$ we have that $I \cup\{i\}$ is dependent; namely if $i \in P_{j}$, say, then $I_{j} \cup\{i\}$ is already dependent by the maximality of $I_{j}$. (v). Since $I$ is an edge we have by (i) and the remarks made above that for each $i \in I$, the set $B_{i}:=\left\{f_{k}: k \in I \backslash\{i\}\right\}$ is linearly independent, and that $f_{i}$ is linearly dependent on $B_{i}$. Choose $i_{0} \in I$. By (iii) there is a subset $H$ of $P_{j}$ such that $\left\{f_{k}: k \in\left(I \backslash\left\{i_{0}\right\}\right) \cup H\right\}$ is linearly independent and of cardinality $n_{j}$. It follows easily that also for each $i \in I,\left\{f_{k}: k \in(I \backslash\{i\}) \cup H\right\}$ is linearly independent and of cardinality $n_{j}$. This implies (v).

## §8. Reduction of Theorem 4 to the Subspace theorem.

We recall that by $|\mathcal{S}|$ we denote the cardinality of a set $\mathcal{S}$. As before, $K$ is an algebraic number field, $S$ is a finite set of places on $K$ containing all infinite places, $\Sigma$ is a $\operatorname{Gal}(\overline{\mathbb{Q}} / K)$-action on $\{1, \ldots, r\}$ and $W$ is an $n$-dimensional $K$-linear subspace of $\Lambda_{\Sigma}$, where $r \geq n \geq 2$. By $\mathbf{u}$ we denote vectors $\left(u_{1}, \ldots, u_{r}\right)$, and for $I \subseteq\{1, \ldots, r\}$ we define the partial vector

$$
\mathbf{u}_{I}=\left(u_{i}: i \in I\right) .
$$

Recall that Theorem 4 deals with $S$-non-degenerate elements $\mathbf{u} \in W$ satisfying

$$
\begin{equation*}
u_{1} \cdots u_{r} \neq 0, \quad u_{i} / u_{j} \in \overline{\mathcal{O}}_{S}^{*} \text { for } i, j=1, \ldots, r \tag{2.3}
\end{equation*}
$$

In this section we show that each such $\mathbf{u}$ satisfies a Diophantine inequality of the type (4.5) considered in Lemma 4.

Let $\mathcal{P}=\left\{P_{1}, \ldots, P_{t}\right\}$ be the symmetric partition of connected components of the hypergraph $\mathcal{H}(W)$ associated to $W$. We recall that $\mathcal{O}_{\mathcal{P}, S}^{*}=\Lambda_{\mathcal{P}} \cap\left(\overline{\mathcal{O}}_{S}^{*}\right)^{r}$ and that $\delta(a)=(a, \ldots, a)(r$ times $)$ for $a \in K$.

Lemma 13. Suppose that $\mathcal{O}_{\mathcal{P}, S}^{*} / \delta\left(\mathcal{O}_{S}^{*}\right)$ is finite. Then for every $\mathbf{u} \in W$ with (2.3) we have

$$
H(\mathbf{u}) \leq H\left(\mathbf{u}_{P_{1}}\right) \ldots H\left(\mathbf{u}_{P_{t}}\right) .
$$

Proof. Take $\mathbf{u}=\left(u_{1}, \ldots, u_{r}\right) \in W$ with (2.3). Define

$$
\begin{equation*}
v_{i}:=\frac{u_{i}^{r}}{u_{1} \ldots u_{r}} \quad \text { for } i=1, \ldots, r, \tag{8.1}
\end{equation*}
$$

and put

$$
\begin{equation*}
\lambda_{k}:=\prod_{j \in P_{i}} v_{j} \quad \text { for } k \in P_{i}, i=1, \ldots, t \tag{8.2}
\end{equation*}
$$

From (2.3) it follows that for $k \in P_{i}, i=1, \ldots, t$ we have

$$
\lambda_{k}=\prod_{j \in P_{i}} \prod_{l=1}^{r} \frac{u_{j}}{u_{l}} \in \overline{\mathcal{O}}_{S}^{*}
$$

Obviously, $\lambda_{k}=\lambda_{l}$ for each pair $k \stackrel{\mathcal{P}}{\sim} l$. Further, for $\sigma \in \operatorname{Gal}(\overline{\mathbb{Q}} / K), k \in P_{i}, i=$ $1, \ldots, t$ we have

$$
\sigma\left(\lambda_{k}\right)=\prod_{j \in P_{i}} \sigma\left(v_{j}\right)=\prod_{j \in P_{i}} v_{\sigma(j)}=\prod_{j \in \sigma\left(P_{i}\right)} v_{j}=\lambda_{\sigma(k)} .
$$

Hence $\lambda \in \Lambda_{\mathcal{P}} \cap\left(\overline{\mathcal{O}}_{S}^{*}\right)^{r}=\mathcal{O}_{\mathcal{P}, S}^{*}$. By the finiteness of $\mathcal{O}_{\mathcal{P}, S}^{*} / \delta\left(\mathcal{O}_{S}^{*}\right)$, there is a positive integer $m$ such that $\lambda^{m} \in \delta\left(\mathcal{O}_{S}^{*}\right)$, i.e.

$$
\lambda_{k}^{m}=\rho \in \mathcal{O}_{S}^{*} \quad \text { for } k=1, \ldots, r .
$$

Together with (8.1), (8.2) this implies that

$$
1=\left(v_{1} \ldots v_{r}\right)^{m}=\prod_{i=1}^{t}\left(\prod_{j \in P_{i}} v_{j}\right)^{m}=\rho^{t},
$$

hence $\rho$ is a root of unity. It follows that $\prod_{j \in P_{i}} v_{j}$ is a root of unity for $i=1, \ldots, t$. Let $L=K\left(u_{1}, \ldots, u_{r}\right), \mathbf{v}=\left(v_{1}, \ldots, v_{r}\right), \mathbf{v}_{I}=\left(v_{i}: i \in I\right)$. Then for $w \in M_{L}, i=$ $1, \ldots, t$ we have

$$
\left|\mathbf{v}_{P_{i}}\right|_{w}=\max \left(\left|v_{j}\right|_{w}: j \in P_{i}\right) \geq\left(\prod_{j \in P_{i}}\left|v_{j}\right|_{w}\right)^{1 /\left|P_{i}\right|}=1
$$

hence $|\mathbf{v}|_{w} \leq\left|\mathbf{v}_{P_{1}}\right|_{w} \ldots\left|\mathbf{v}_{P_{t}}\right|_{w}$. By taking the product over $w \in M_{L}$ we get

$$
\begin{equation*}
H(\mathbf{v}) \leq H\left(\mathbf{v}_{P_{1}}\right) \ldots H\left(\mathbf{v}_{P_{t}}\right) \tag{8.3}
\end{equation*}
$$

Now (8.1) and the Product formula imply that $H\left(\mathbf{v}_{I}\right)=H\left(\mathbf{u}_{I}\right)^{r}$ for each subset $I$ of $\{1, \ldots, r\}$. Together with (8.3) this implies Lemma 13.

For $i=1, \ldots, t$, let $n_{i}$ be the cardinality of a maximal independent subset of $P_{i}$ (cf. Lemma 12) and let $Y_{i}=\left\{\mathbf{u} \in W^{\perp}: \operatorname{supp}(\mathbf{u}) \subseteq P_{i}\right\}$ (cf. (7.3)). We have:

Lemma 14. Let $\mathbf{u} \in W$ with $u_{1} \cdots u_{r} \neq 0$. For each $i \in\{1, \ldots, t\}$ there is an edge $J_{i}$ of $\mathcal{H}(W)$ with $J_{i} \subseteq P_{i}$ and

$$
\begin{equation*}
H\left(\mathbf{u}_{J_{i}}\right) \geq 2^{-n_{i} / 2}\left\{H\left(\mathbf{u}_{P_{i}}\right) / H\left(Y_{i}\right)\right\}^{1 /(n-1)} \tag{8.4}
\end{equation*}
$$

Proof. Fix $i \in\{1, \ldots, t\}$ and put $r_{i}:=\left|P_{i}\right|$. If $r_{i}=1$ then $\mathbf{u}_{J_{i}}, \mathbf{u}_{P_{i}}$ and the basis of $Y_{i}$ are vectors with only one non-zero coordinate and by the Product formula these have height equal to 1 ; so in that case (8.4) is trivially true. Suppose that $r_{i} \geq 2$. Write $P$ for $P_{i}, Y$ for $Y_{i}$. Let $H$ be a maximal independent subset of $P$. By Lemma 12 (iii), $H$ has cardinality $n_{i}$. We assume that $P=\left\{1, \ldots, r_{i}\right\}, H=\left\{1, \ldots, n_{i}\right\}$ which is no loss of generality. By Lemma 12 (i), for each $k \in P \backslash H=\left\{n_{i}+1, \ldots, r_{i}\right\}$, there is an edge $J_{k}$ of $\mathcal{H}(W)$ with $J_{k} \subseteq H \cup\{k\}$ and $k \in J_{k}$. For each $k \in P \backslash H$, there is a vector $\mathbf{c}_{k} \in Y$ with $\operatorname{supp}\left(\mathbf{c}_{k}\right)=J_{k}$. We assume that the $k$-th coordinate of $\mathbf{c}_{k}$ is 1 , which is no restriction. That is, we have

$$
\begin{array}{rlll}
\mathbf{c}_{n_{i}+1}= & \left(c_{n_{i}+1,1}, \ldots,\right. & c_{n_{i}+1, n_{i}}, & 1,0, \ldots, 0) \\
\mathbf{c}_{n_{i}+2}= & \left(c_{n_{i}+2,1}, \ldots,\right. & c_{n_{i}+2, n_{i}}, & 0,1, \ldots, 0)  \tag{8.5}\\
& \ldots \\
\mathbf{c}_{r_{i}}= & \left(c_{r_{i}, 1}, \ldots,\right. & c_{r_{i}, n_{i}}, & 0,0, \ldots, 1),
\end{array}
$$

where we have omitted the zero coordinates for the indices in the connected components $\neq P$. Here, $c_{k i} \neq 0$ only if $i \in J_{k}$. The set $\left\{\mathbf{c}_{k}: k \in P \backslash H\right\}$ is a basis of $Y$. Namely, let $\mathbf{c}=\left(\alpha_{1}, \ldots, \alpha_{r}\right) \in Y$. Then $\operatorname{supp}(\mathbf{c}) \subseteq P$. Further, $\mathbf{c}-\sum_{k \in P \backslash H} \alpha_{k} \mathbf{c}_{k}$ has its support in $H$. But $H$ does not contain an edge of $\mathcal{H}(W)$, hence $\mathbf{c}=\sum_{k \in P \backslash H} \alpha_{k} \mathbf{c}_{k}$.

For every subset $D$ of $H$ with $D \neq \emptyset, H \backslash D \neq \emptyset$, there is a $k \in P \backslash H$ with $J_{k} \cap D \neq \emptyset, J_{k} \cap(H \backslash D) \neq \emptyset$. Namely suppose this is not true for some $D$. Then for each $k \in P \backslash H$ we have either $J_{k} \subseteq D \cup\{k\}$ or $J_{k} \subseteq(H \backslash D) \cup\{k\}$. Hence every vector $\mathbf{c}_{k}(k \in P \backslash H)$ defined above has its support either in $D^{\prime}=D \cup\{k \in P \backslash H$ : $\left.J_{k} \subseteq D \cup\{k\}\right\}$ or in $P \backslash D^{\prime}$. But then, as $\left\{\mathbf{c}_{k}: k \in P \backslash H\right\}$ is a basis of $Y$, every $\mathbf{c} \in Y$ can be expressed as $\mathbf{c}^{\prime}+\mathbf{c}^{\prime \prime}$ with $\mathbf{c}^{\prime}, \mathbf{c}^{\prime \prime} \in Y$ and $\operatorname{supp}\left(\mathbf{c}^{\prime}\right) \subseteq D^{\prime}, \operatorname{supp}\left(\mathbf{c}^{\prime \prime}\right) \subseteq P \backslash D^{\prime}$. Hence $\mathcal{H}(W)$ has no edge containing elements of both $D^{\prime}$ and $P \backslash D^{\prime}$ and this contradicts that $P$ is a connected component of $\mathcal{H}(W)$.

Hence there is a $k_{1} \in P \backslash H$ with $\left|J_{k_{1}} \cap H\right| \geq 2$. If $J_{k_{1}} \nsupseteq H$, then there is a $k_{2} \in P \backslash H$ with $J_{k_{2}} \cap J_{k_{1}} \cap H \neq \emptyset,\left(J_{k_{1}} \cup J_{k_{2}}\right) \cap H \supsetneqq J_{k_{1}} \cup H$. Continuing in this way, we get a sequence of elements $k_{1}, \ldots, k_{a}$ of $P \backslash H$, with $a \leq n_{i}-1$, such that

$$
\left\{\begin{array}{l}
\left|J_{k_{1}} \cap H\right| \geq 2,  \tag{8.6}\\
J_{k_{j}} \cap\left(J_{k_{1}} \cup \ldots \cup J_{k_{j-1}}\right) \cap H \neq \emptyset \text { for } j=2, \ldots, a, \\
\left(J_{k_{1}} \cup \ldots \cup J_{k_{j}}\right) \cap H \supsetneqq\left(J_{k_{1}} \cup \ldots \cup J_{k_{j-1}}\right) \cap H \text { for } j=2, \ldots, a, \\
J_{k_{1}} \cup \ldots \cup J_{k_{a}} \supseteq H .
\end{array}\right.
$$

Now let $\mathbf{u} \in W$ with $u_{1} \ldots u_{r} \neq 0$. For $A, B \subseteq\{1, \ldots, r\}$ with $A \cap B \neq \emptyset$ we have

$$
\begin{equation*}
H\left(\mathbf{u}_{A \cup B}\right) \leq H\left(\mathbf{u}_{A}\right) H\left(\mathbf{u}_{B}\right) \tag{8.7}
\end{equation*}
$$

Namely, let $\mathbf{v}=\lambda^{-1} \mathbf{u}$ with $\lambda=u_{i}$ for some $i \in A \cap B$ and let $L:=K\left(u_{1}, \ldots, u_{r}\right)$. Both $\mathbf{v}_{A}, \mathbf{v}_{B}$ have a coordinate 1. Hence $\left|\mathbf{v}_{A \cup B}\right|_{w} \leq\left|\mathbf{v}_{A}\right|_{w}\left|\mathbf{v}_{B}\right|_{w}$ for $w \in M_{L}$. By taking the product over $w \in M_{L}$ we get $H\left(\mathbf{v}_{A \cup B}\right) \leq H\left(\mathbf{v}_{A}\right) H\left(\mathbf{v}_{B}\right)$ which is the same as (8.7).
By (8.6) and (8.7) we have

$$
H\left(\mathbf{u}_{H}\right) \leq H\left(\mathbf{u}_{J_{k_{1}}}\right) \ldots H\left(\mathbf{u}_{J_{k_{a}}}\right) \leq\left\{\max _{i} H\left(\mathbf{u}_{J_{k_{i}}}\right)\right\}^{n_{i}-1}
$$

Hence $\mathcal{H}(W)$ has an edge $J \subseteq P$ with

$$
\begin{equation*}
H\left(\mathbf{u}_{J}\right) \geq H\left(\mathbf{u}_{H}\right)^{1 /\left(n_{i}-1\right)} \tag{8.8}
\end{equation*}
$$

where we agree that the right-hand side is 1 if $n_{i}=1$ (in this case, $|H|=1$ and hence $H\left(\mathbf{u}_{H}\right)=1$ ). We have to relate $H\left(\mathbf{u}_{H}\right)$ to $H\left(\mathbf{u}_{P}\right)$.

It is obvious that the exterior product of the basis of $Y$ given in (8.5), $\mathbf{c}_{n_{i}+1} \wedge \ldots \wedge \mathbf{c}_{r_{i}}$ has among its coordinates, up to sign, all numbers $1, c_{k j}(k \in P \backslash H, j \in H)$. Let $L$ be a finite extension of $K$ containing $u_{1}, \ldots, u_{r}$ and all $c_{k j}$. Then

$$
\begin{equation*}
1 \leq\left|\mathbf{c}_{k}\right|_{w} \leq\left|\mathbf{c}_{n_{i}+1} \wedge \ldots \wedge \mathbf{c}_{r_{i}}\right|_{w} \quad \text { for } k \in P \backslash H, w \in M_{L} . \tag{8.9}
\end{equation*}
$$

We have that the scalar product $\left(\mathbf{u}, \mathbf{c}_{k}\right)=0$, whence

$$
u_{k}=-\sum_{j \in H} c_{k j} u_{j} \quad \text { for } k \in P \backslash H .
$$

Together with (3.2) and (8.9) this implies that

$$
\begin{aligned}
\left|\mathbf{u}_{P}\right|_{w}=\max _{k \in P}\left|u_{k}\right|_{w} & \leq n_{i}^{s(w)} \max _{k \in P}\left|\mathbf{c}_{k}\right|_{w} \cdot\left|\mathbf{u}_{H}\right|_{w} \\
& \leq n_{i}^{s(w)}\left|\mathbf{c}_{n_{i}+1} \wedge \ldots \wedge \mathbf{c}_{r_{i}}\right| w\left|\mathbf{u}_{H}\right|_{w} \quad \text { for } w \in M_{L} .
\end{aligned}
$$

By taking the product over $w \in M_{L}$ we obtain

$$
H\left(\mathbf{u}_{P}\right) \leq n_{i} H\left(\mathbf{c}_{n_{i}+1} \wedge \ldots \wedge \mathbf{c}_{r_{i}}\right) H\left(\mathbf{u}_{H}\right)=n_{i} H(Y) H\left(\mathbf{u}_{H}\right) .
$$

If $H\left(\mathbf{u}_{P}\right)>H(Y)$ then this implies, together with (8.8),

$$
\begin{aligned}
H\left(\mathbf{u}_{J}\right) & \geq \max \left\{1, n_{i}^{-1} H(Y)^{-1} H\left(\mathbf{u}_{P}\right)\right\}^{1 /\left(n_{i}-1\right)} \\
& \geq n_{i}^{-1 /\left(n_{i}-1\right)}\left\{H\left(\mathbf{u}_{P}\right) / H(Y)\right\}^{1 /\left(n_{i}-1\right)} \geq 2^{-n_{i} / 2}\left\{H\left(\mathbf{u}_{P}\right) / H(Y)\right\}^{1 /(n-1)}
\end{aligned}
$$

(8.4) is clearly true also if $H\left(\mathbf{u}_{P}\right) \leq H(Y)$. This proves Lemma 14 .

The next lemma is the main result of this section:

Lemma 15. Suppose that $\mathcal{O}_{\mathcal{P}, S}^{*} / \delta\left(\mathcal{O}_{S}^{*}\right)$ is finite. Then for every $\mathbf{u} \in W$ satisfying (2.3) there is a collection $\mathbf{I}=\left(I_{v}: v \in S\right)$ of independent subsets of $\{1, \ldots, r\}$ of cardinality $n$ such that

$$
\begin{equation*}
\prod_{v \in S} \prod_{i \in I_{v}} \frac{\left|u_{i}\right|_{v}}{|\mathbf{u}|_{v}} \leq 2^{n / 2} H(W) . \tag{8.10}
\end{equation*}
$$

Proof. Take $i \in\{1, \ldots, t\}$. Let $J_{i}$ be the edge contained in $P_{i}$ from Lemma 14. By Lemma $12(\mathrm{v})$, there is a subset $H^{\prime}$ of $P_{i} \backslash J_{i}$ such that for every $j \in J_{i}, H^{\prime} \cup\left(J_{i} \backslash\{j\}\right)$ is a maximal independent subset of $P_{i}$ of cardinality $n_{i}$.

Take $\mathbf{u} \in W$ with (2.3). Put $L:=K\left(u_{1}, \ldots, u_{r}\right)$ and let $T$ be the set of places in $M_{L}$ lying above those in $S$. Since $u_{i} / u_{j} \in \overline{\mathcal{O}}_{S}^{*}$ we have $\left|u_{i} / u_{j}\right|_{w}=1$ for $w \in M_{L} \backslash T, i, j=1, \ldots, r$, whence

$$
\left|u_{1}\right|_{w}=\ldots=\left|u_{r}\right|_{w} \quad \text { for } w \in M_{L} \backslash T .
$$

For $w \in T$, choose $i_{w} \in J_{i}$ such that $\left|u_{i_{w}}\right|_{w}=\left|\mathbf{u}_{J_{i}}\right|_{w}$ and put $I_{i w}:=\left(J_{i} \backslash\left\{i_{w}\right\}\right) \cup H^{\prime}$. Note that $\left|u_{i}\right|_{w}=\left|\mathbf{u}_{J_{i}}\right|_{w}=|\mathbf{u}|_{w}$ for $w \in M_{L} \backslash T, i=1, \ldots, r$. Together with the Product formula this implies

$$
\begin{aligned}
\prod_{w \in T} \prod_{j \in I_{i w}} \frac{\left|u_{j}\right|_{w}}{|\mathbf{u}|_{w}} & =\prod_{w \in T}\left(\left\{\prod_{j \in J_{i} \cup H^{\prime}}\left|u_{j}\right|_{w}\right\}|\mathbf{u}|_{w}^{-n_{i}}\left|\mathbf{u}_{J_{i}}\right|_{w}^{-1}\right) \\
& =\prod_{j \in J_{i} \cup H^{\prime}}\left(\prod_{w \in M_{L}}\left|u_{j}\right|_{w}\right) \prod_{w \in M_{L}}\left(|\mathbf{u}|_{w}^{-n_{i}}\left|\mathbf{u}_{J_{i}}\right|_{w}^{-1}\right) \\
& =H(\mathbf{u})^{-n_{i}} H\left(\mathbf{u}_{J_{i}}\right)^{-1} .
\end{aligned}
$$

By inserting (8.4) we get for $i=1, \ldots, t$,

$$
\prod_{w \in T} \prod_{j \in I_{i w}} \frac{\left|u_{j}\right|_{w}}{|\mathbf{u}|_{w}} \leq 2^{n_{i} / 2} H\left(Y_{i}\right)^{1 /(n-1)} H(\mathbf{u})^{-n_{i}} H\left(\mathbf{u}_{P_{i}}\right)^{-1 /(n-1)} .
$$

Put $I_{w}=\cup_{i=1}^{t} I_{i w}$ for $w \in T$. By Lemma 12 (ii),(iv), $I_{w}$ is an independent subset of $\{1, \ldots, r\}$ of cardinality $n$. By taking the product over $i=1, \ldots, t$ and using Lemma 12 (iii), Lemma 11 (ii) and Lemma 13 we get

$$
\begin{align*}
\prod_{w \in T} \prod_{j \in I_{w}} \frac{\left|u_{j}\right|_{w}}{|\mathbf{u}|_{w} \leq} & 2^{\left(n_{1}+\ldots+n_{t}\right) / 2}\left\{H\left(Y_{1}\right) \cdots H\left(Y_{t}\right)\right\}^{1 /(n-1)}  \tag{8.11}\\
& \cdot H(\mathbf{u})^{-\left(n_{1}+\ldots+n_{t}\right)}\left\{H\left(\mathbf{u}_{P_{1}}\right) \cdots H\left(\mathbf{u}_{P_{t}}\right)\right\}^{-1 /(n-1)} \\
\leq & 2^{n / 2} H(W)^{1 /(n-1)} H(\mathbf{u})^{-n-\{1 /(n-1)\}}
\end{align*}
$$

For $v \in S$, let $g(v)$ be the number of places on $L$ lying above $v$. Since $L$ is a normal extension of $K$, for every $w \in M_{L}$ lying above $v \in S$ there is a $\sigma_{w} \in \operatorname{Gal}(\overline{\mathbb{Q}} / K)$ such that $|\cdot|_{w}=\left|\sigma_{w}(\cdot)\right|_{v}^{1 / g(v)}$. Hence

$$
\begin{equation*}
\prod_{j \in I_{w}} \frac{\left|u_{j}\right|_{w}}{|\mathbf{u}|_{w}}=\left(\prod_{j \in I_{w}} \frac{\left|\sigma_{w}\left(u_{j}\right)\right|_{v}}{|\mathbf{u}|_{v}}\right)^{1 / g(v)}=\left(\prod_{j \in \sigma_{w}^{-1}\left(I_{w}\right)} \frac{\left|u_{j}\right|_{v}}{|\mathbf{u}|_{v}}\right)^{1 / g(v)} \tag{8.12}
\end{equation*}
$$

Let $I_{v}=\sigma_{w}^{-1}\left(I_{w}\right)$ for that place $w$ lying above $v$ for which the left-hand side of (8.12) is minimal and put $\mathbf{I}:=\left(I_{v}: v \in S\right)$. Since $\sigma_{w}^{-1}$ maps edges of $\mathcal{H}(W)$ to edges, it maps independent subsets of $\{1, \ldots, r\}$ to independent subsets. Therefore, I consists of independent sets of cardinality $n$. By the choices of $I_{v}, v \in S$ and by (8.12) we have, recalling that we have precisely $g(v)$ places $w$ lying above $v$,

$$
\prod_{j \in I_{v}} \frac{\left|u_{j}\right|_{v}}{|\mathbf{u}|_{v}} \leq \prod_{w \mid v} \prod_{j \in I_{w}} \frac{\left|u_{j}\right|_{w}}{|\mathbf{u}|_{w}} \quad \text { for } v \in S
$$

and by inserting this into (8.11) we obtain

$$
\begin{equation*}
\prod_{v \in S} \prod_{j \in I_{v}} \frac{\left|u_{j}\right|_{v}}{|\mathbf{u}|_{v}} \leq 2^{n / 2} H(W)^{1 /(n-1)} H(\mathbf{u})^{-n-\{1 /(n-1)\}} \tag{8.13}
\end{equation*}
$$

We complete the proof of Lemma 15 by deriving a lower bound for $\Delta(\mathbf{I}, W)$. Take any basis $\left\{\mathbf{a}_{1}, \ldots, \mathbf{a}_{n}\right\}$ of $W$. Let $s_{1}, \ldots, s_{p}$ be the non-zero coordinates of $\mathbf{a}_{1} \wedge \ldots \wedge \mathbf{a}_{n}$ and put $\mathbf{s}=\left(s_{1}, \ldots, s_{p}\right)$. Note that $p \leq\binom{ r}{n}$. By the remark at the end of $\S 3$, for every $\sigma \in \operatorname{Gal}(\overline{\mathbb{Q}} / K), \sigma\left(s_{1}\right), \ldots, \sigma\left(s_{p}\right)$ is up to signs a permutation of $s_{1}, \ldots, s_{p}$ and by (3.9), $H(\mathbf{s})=\prod_{v \in M_{K}}|\mathbf{s}|_{v}$. Further, $\left(s_{1} \cdots s_{p}\right)^{2}$ is in $K^{*}$ and therefore, $\prod_{v \in M_{K}}\left|s_{1} \ldots s_{p}\right|_{v}=1$. Let $\left(\mathbf{a}_{1} \wedge \ldots \wedge \mathbf{a}_{n}\right)_{I_{v}}=s_{i_{v}}$ for $v \in S$. Then

$$
\begin{align*}
\Delta(\mathbf{I}, W) & =\prod_{v \in S}\left|s_{i_{v}}\right|_{v} \cdot \prod_{v \notin S}|\mathbf{s}|_{v}=\left(\prod_{v \in S} \frac{\left|s_{i_{v}}\right|_{v}}{|\mathbf{s}|_{v}}\right) H(\mathbf{s})  \tag{8.14}\\
& \geq\left(\prod_{v \in S} \frac{\left|s_{1} \ldots s_{p}\right|_{v}}{|\mathbf{s}|_{v}^{p}}\right) H(\mathbf{s})=\left(\prod_{v \in S}|\mathbf{s}|_{v}^{p} \cdot \prod_{v \notin S}\left|s_{1} \ldots s_{p}\right|_{v}\right)^{-1} H(\mathbf{s}) \\
& \geq\left(\prod_{v \in M_{K}}|\mathbf{s}|_{v}\right)^{-p} H(\mathbf{s})=H(\mathbf{s})^{1-p}=H\left(\mathbf{a}_{1} \wedge \ldots \wedge \mathbf{a}_{n}\right)^{1-p} \\
& =H(W)^{1-p} \geq H(W)^{1-\binom{r}{n}} .
\end{align*}
$$

By inserting this into (8.13) we arrive at

$$
\begin{aligned}
\prod_{j \in S} \prod_{j \in I_{v}} \frac{\left|u_{j}\right|_{v}}{|\mathbf{u}|_{v}} & \leq 2^{n / 2} H(W)^{\frac{1}{n-1}+\binom{r}{n}-1} \Delta(\mathbf{I}, W) H(\mathbf{u})^{-n-\{1 /(n-1)\}} \\
& \leq 2^{n / 2} H(W)^{\binom{r}{n}} \Delta(\mathbf{I}, W) H(\mathbf{u})^{-n-\{1 /(n-1)\}}
\end{aligned}
$$

This proves Lemma 15.

## §9. Proof of Theorem 4.

$K, S, s=|S|, r \geq 2, \Sigma$ and $W$ have the same meaning as before. Let $\mathcal{P}$ be the symmetric partition of connected components of $\mathcal{H}(W)$. We recall that by uc we denote the coordinatewise product of the vectors $\mathbf{u}$ and $\mathbf{c}$. For $\mathbf{u}=\left(u_{1}, \ldots, u_{r}\right)$ with $u_{1} \ldots u_{r} \neq 0$ we write $\mathbf{u}^{-1}$ for ( $u_{1}^{-1}, \ldots, u_{r}^{-1}$ ). Define the multiplicative group of $\mathbf{u}$ satisfying (2.3),

$$
G_{S, \Sigma}=\left\{\mathbf{u}=\left(u_{1}, \ldots, u_{r}\right) \in \Lambda_{\Sigma}^{*}: u_{i} / u_{j} \in \overline{\mathcal{O}}_{S}^{*} \text { for } i, j=1, \ldots, r\right\}
$$

Lemma 16. Suppose that $\operatorname{dim} W=n \geq 2$ and that $\mathcal{O}_{\mathcal{P}, S}^{*} / \delta\left(\mathcal{O}_{S}^{*}\right)$ is finite. Then the linear scattering of $W \cap G_{S, \Sigma}$ in $W$ is at most

$$
\left(2^{66} r^{4}\right)^{n^{2} s} .
$$

Proof. For $\mathbf{u}_{0} \in G_{S, \Sigma}$ define the $K$-vector space $\mathbf{u}_{0}^{-1} W=\left\{\mathbf{u}_{0}^{-1} \mathbf{u}: \mathbf{u} \in W\right\}$. Note that this is again an $n$-dimensional subspace of $\Lambda_{\Sigma}$. It is no restriction to assume that

$$
\begin{equation*}
H\left(\mathbf{u}^{-1} W\right) \geq H(W) \quad \text { for every } \mathbf{u} \in G_{S, \Sigma} \tag{9.1}
\end{equation*}
$$

Namely, suppose that $W$ does not satisfy (9.1). Choose $\mathbf{u}_{0} \in G_{S, \Sigma}$ such that

$$
H\left(\mathbf{u}_{0}^{-1} W\right)=\min \left\{H\left(\mathbf{u}^{-1} W\right): \mathbf{u} \in G_{S, \Sigma}\right\}
$$

this minimum is assumed since the set at the right-hand side is discrete. Put $W^{\prime}:=\mathbf{u}_{0}^{-1} W$. Clearly, $W^{\prime}$ satisfies (9.1). Further, since $\left(\mathbf{u}_{0} \mathbf{c}, \mathbf{u}_{0}^{-1} \mathbf{u}\right)=(\mathbf{c}, \mathbf{u})$ we have $W^{\perp \perp}=\mathbf{u}_{0} W^{\perp}$. Hence the hypergraphs $\mathcal{H}(W)$ and $\mathcal{H}\left(W^{\prime}\right)$ have the same edges, i.e. are equal. Moreover, the linear scattering of $W^{\prime} \cap G_{S, \Sigma}$ in $W^{\prime}$ is the same as that of $W \cap G_{S, \Sigma}$ in $W$. Hence it suffices to prove Lemma 16 for $W^{\prime}$ instead of $W$.

Assume (9.1). We divide $W \cap G_{S, \Sigma}$ into the sets

$$
\left.\begin{array}{ll}
D:=\left\{\mathbf{u} \in W \cap G_{S, \Sigma}:\right. & H(\mathbf{u}) \geq\{2 H(W)\}^{n}
\end{array}\right\}
$$

and estimate the linear scatterings of both sets.
Let $\mathbf{u} \in D$ and let $\mathbf{I}=\left(I_{v}: v \in S\right)$ be the collection of Lemma 15. Then

$$
\begin{aligned}
\prod_{v \in S} \prod_{i \in I_{v}} \frac{\left|u_{i}\right|_{v}}{|\mathbf{u}|_{v}} & \leq 2^{n / 2} H(W)^{\binom{r}{n}} \cdot \Delta(\mathbf{I}, W) H(\mathbf{u})^{-n-\{1 /(n-1)\}} \\
& \leq \Delta(\mathbf{I}, W) \cdot H(\mathbf{u})^{-n-\{1 / n\}}
\end{aligned}
$$

where we used that $H(\mathbf{u}) \geq\{2 H(W)\}^{r^{n}}$. By Lemma 4, the set of $\mathbf{u} \in D$ corresponding to a fixed collection $\mathbf{I}$ as above has linear scattering in $W$ at most $\left(2^{61 n^{2}} r^{2 n} n^{7 n}\right)^{s}$. For each $I_{v}$ we have at most $\binom{r}{n}$ possibilities and so for $\mathbf{I}$ at most $\binom{r}{n}^{s}$ possibilities. It follows that the linear scattering of $D$ in $W$ is at most

$$
N_{D}:=\binom{r}{n}^{s}\left(2^{61 n^{2}} r^{2 n} n^{7 n}\right)^{s} \leq \frac{1}{2}\left(2^{66} r^{4}\right)^{n^{2} s}
$$

Now let $\mathbf{u}=\left(u_{1}, \ldots, u_{r}\right) \in E$. We rewrite $H\left(\mathbf{u}^{-1} W\right)$. Choose any basis $\left\{\mathbf{a}_{1}, \ldots, \mathbf{a}_{n}\right\}$ of $W$. Then $\left(\mathbf{u}^{-1} \mathbf{a}_{1} \wedge \ldots \wedge \mathbf{u}^{-1} \mathbf{a}_{n}\right)_{I}=\left(\prod_{i \in I} u_{i}\right)^{-1}\left(\mathbf{a}_{1} \wedge \ldots \wedge \mathbf{a}_{n}\right)_{I}$, hence

$$
H\left(\mathbf{u}^{-1} W\right)=\prod_{v}\left|\mathbf{u}^{-1} \mathbf{a}_{1} \wedge \ldots \wedge \mathbf{u}^{-1} \mathbf{a}_{n}\right|_{v}=\prod_{v} \max _{I} \frac{\left|\left(\mathbf{a}_{1} \wedge \ldots \wedge \mathbf{a}_{n}\right)_{I}\right|_{v}}{\left|\prod_{i \in I} u_{i}\right|_{v}}
$$

where the maximum is taken over all independent subsets $I$ of cardinality $n$ of $\{1, \ldots, r\}$. For $v \in S$, let $I_{v}$ be a set for which the maximum is assumed and put $\mathbf{I}:=\left(I_{v}: v \in S\right)$. Since $u_{i} / u_{j} \in \overline{\mathcal{O}}_{S}^{*}$ we have $\left|u_{i} / u_{j}\right|_{v}=1$ for $v \notin S, i, j=1, \ldots, r$. Hence $\left|u_{i}\right|_{v}=|\mathbf{u}|_{v}$ for $i=1, \ldots, r, v \notin S$. Therefore,

$$
\begin{aligned}
\max _{I} \frac{\left|\left(\mathbf{a}_{1} \wedge \ldots \wedge \mathbf{a}_{n}\right)_{I}\right|_{v}}{\left|\prod_{i \in I} u_{i}\right|_{v}} & =|\mathbf{u}|_{v}^{-n} \max _{I}\left|\left(\mathbf{a}_{1} \wedge \ldots \wedge \mathbf{a}_{n}\right)_{I}\right|_{v} \\
& =|\mathbf{u}|_{v}^{-n}\left|\mathbf{a}_{1} \wedge \ldots \wedge \mathbf{a}_{n}\right|_{v} \quad \text { for } v \notin S .
\end{aligned}
$$

It follows that

$$
\begin{aligned}
H\left(\mathbf{u}^{-1} W\right) & =\prod_{v \in S} \frac{\left|\left(\mathbf{a}_{1} \wedge \ldots \wedge \mathbf{a}_{n}\right)_{I_{v}}\right|_{v}}{\prod_{i \in I_{v}}\left|u_{i}\right|_{v}} \cdot \prod_{v \notin S} \frac{\left|\mathbf{a}_{1} \wedge \ldots \wedge \mathbf{a}_{n}\right|_{v}}{|\mathbf{u}|_{v}^{n}} \\
& =\left(\prod_{v \in S} \prod_{i \in I_{v}} \frac{\left|u_{i}\right|_{v}}{|\mathbf{u}|_{v}}\right)^{-1} \Delta(\mathbf{I}, W) H(\mathbf{u})^{-n} .
\end{aligned}
$$

Together with (9.1) this implies that

$$
\begin{equation*}
\prod_{v \in S} \prod_{i \in I_{v}} \frac{\left|u_{i}\right|_{v}}{|\mathbf{u}|_{v}} \leq \Delta(\mathbf{I}, W) H(\mathbf{u})^{-n} H(W)^{-1} \tag{9.2}
\end{equation*}
$$

Now Lemma 7 with $P=H(W), Q=1, B=\{2 H(W)\}^{r^{n}}$ implies that the set of $\mathbf{u} \in E$ corresponding to a fixed tuple $\mathbf{I}$ as in (9.2) has linear scattering in $W$ at most

$$
\left(270 n^{10} r^{n+1}\right)^{n s+1}
$$

Since for I we have at most $\binom{r}{n}^{s}$ possibilities, it follows that the linear scattering of $E$ in $W$ is at most

$$
N_{E}:=\binom{r}{n}^{s}\left(270 n^{10} r^{n+1}\right)^{n s+1} \leq \frac{1}{2}\left(2^{66} r^{4}\right)^{n^{2} s} .
$$

We conclude that $W \cap G_{S, \Sigma}$ has linear scattering in $W$ at most

$$
N_{D}+N_{E} \leq\left(2^{66} r^{4}\right)^{n^{2} s} .
$$

This proves Lemma 16.

## Proof of Theorem 4.

Let $\mathcal{F}(W)$ be the set of vectors $\mathbf{u} \in W$ satisfying (2.3) and (2.4), i.e. $\mathbf{u} \in G_{S, \Sigma}$ and $\mathbf{u}$ is $S$-non-degenerate. By Lemma 11 (iii), we have $W=W_{\mathcal{P}}$ and so by definition (2.2), $\mathcal{F}(W)$ is empty if $\mathcal{O}_{\mathcal{P}, S}^{*} / \delta\left(\mathcal{O}_{S}^{*}\right)$ is infinite. We have to estimate from above the number of $K^{*}$-cosets in $\mathcal{F}(W)$. We proceed by induction on $n=\operatorname{dim}_{K} W$.

First let $n=2$. Then the number of $K^{*}$-cosets in $\mathcal{F}(W)$ is precisely the linear scattering of $\mathcal{F}(W)$ in $W$. This is 0 if $\mathcal{O}_{\mathcal{P}, S}^{*} / \delta\left(\mathcal{O}_{S}^{*}\right)$ is infinite and by Lemma 16 at most

$$
\left(2^{66} r^{4}\right)^{2^{2} s}=\left(2^{33} r^{2}\right)^{2^{3} s}
$$

if $\mathcal{O}_{\mathcal{P}, S}^{*} / \delta\left(\mathcal{O}_{S}^{*}\right)$ is finite.
Now let $n \geq 3$. Assume that for every $K$-linear subspace $W_{0}$ of $\Lambda_{\Sigma}$ of dimension $n_{0}$ with $2 \leq n_{0}<n$, the set $\mathcal{F}\left(W_{0}\right)$ of $S$-non-degenerate elements of $W_{0}$ belonging to $G_{S, \Sigma}$ is the union of at most $\left(2^{33} r^{2}\right)^{n_{0}^{3} s} K^{*}$-cosets. We may assume that $\mathcal{O}_{\mathcal{P}, S}^{*} / \delta\left(\mathcal{O}_{S}^{*}\right)$ is finite. Then by Lemma 16 we have

$$
\mathcal{F}(W) \subseteq W_{1} \cup \ldots \cup W_{t}
$$

where $W_{1}, \ldots, W_{t}$ are proper $K$-linear subspaces of $W$ and

$$
\begin{equation*}
t \leq\left(2^{66} r^{4}\right)^{n^{2} s} \tag{9.3}
\end{equation*}
$$

The notion ' $S$-non-degenerate element of $W$ ' depends on both the element and $W$ but it follows easily from the definition that for any proper linear subspace $W_{0}$ of $W$, every $S$-non-degenerate element of $W$ belonging to $W_{0}$ is an $S$-non-degenerate element of $W_{0}$. Therefore, $\mathcal{F}(W) \cap W_{0} \subseteq \mathcal{F}\left(W_{0}\right)$ for $W_{0} \subseteq W$. We conclude that

$$
\mathcal{F}(W) \subseteq \mathcal{F}\left(W_{1}\right) \cup \ldots \cup \mathcal{F}\left(W_{t}\right)
$$

Together with (9.3) and the induction hypothesis this implies that $\mathcal{F}(W)$ is the union of at most

$$
\left(2^{66} r^{4}\right)^{n^{2} s} \cdot\left(2^{33} r^{2}\right)^{(n-1)^{3} s}=\left(2^{33} r^{2}\right)^{\left\{(n-1)^{3}+2 n^{2}\right\} s} \leq\left(2^{33} r^{2}\right)^{n^{3} s}
$$

$K^{*}$-cosets. This completes the proof of Theorem 4.
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[^0]:    *) It is easy to show that $\Lambda_{\Sigma}$ is isomorphic to a direct $K$-algebra sum $K_{1} \oplus \ldots \oplus K_{t}$ of finite field extensions of $K$ with $\left[K_{1}: K\right]+\ldots+\left[K_{t}: K\right]=r$, cf. [5], Lemma 6.

