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1 Introduction

The celebrated Subspace Theorem of W. M. Schmidt [12] says the following:

SUBSPACE THEOREM. Let L1, . . . , Ln be linearly independent linear forms in n

variables, with real or complex algebraic coefficients. Suppose δ > 0. Consider the in-

equality

(1.1) |L1(x) . . . Ln(x)| < ‖x‖−δ in x ∈ Zn ,

where ‖x‖ = (x2
1 + . . . + x2

n)1/2. Then there are finitely many proper linear subspaces

T1, . . . , TA of Q n such that the set of solutions x of (1.1) is contained in

(1.2) T1 ∪ . . . ∪ TA .

Schmidt derived the Subspace Theorem as a consequence of a result on integral points

in certain parallelepipeds, the so called Parametric Subspace Theorem. In fact, suppose

Q ≥ 1. Let c = (c1, . . . , cn) be a tuple of real numbers with

(1.3) c1 + . . .+ cn = 0 .

Define the set

(1.4) Π(Q, c) = {x ∈ Rn | |Li(x)| ≤ Qci (1 ≤ i ≤ n)} .

Given λ > 0, put

(1.5) λΠ(Q, c) = {x ∈ Rn | |Li(x)| ≤ Qciλ (1 ≤ i ≤ n)} .

Then the Parametric Subspace Theorem can be stated as follows.

PARAMETRIC SUBSPACE THEOREM. Let c be a fixed tuple satisfying (1.3).

Let δ > 0. Then there are finitely many proper linear subspaces T1, . . . , TB of Q n such

that for any Q which is sufficiently large there exists a subspace Ti ∈ {T1, . . . , TB} with

(1.6) Q−δΠ(Q, c) ∩ Zn ⊂ Ti .
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In [14], Schmidt succeeded to give an explicit and rather uniform bound for the number

A of subspaces needed in (1.2) to cover the set of solutions x of (1.1). Schlickewei [9]

extended this result to the case when the variables x lie in an arbitrary number field K

and also to the case when instead of the standard absolute value we have a finite set S of

absolute values of K. The bound obtained depends in particular upon the cardinality of

the set S. Evertse [4] derived a much improved bound for A which however still depends

upon the cardinality of S.

It turns out that the bounds one can obtain for the number A of subspaces in (1.2)

in the Subspace Theorem and for the number B in the Parametric Subspace Theorem

differ substantially. In the number field case and for a finite set S of absolute values,

Schlickewei [10] obtained an explicit upper bound for the number B of subspaces needed

in the Parametric Subspace Theorem which does not depend upon the set S at all.

To quote this result, we have to introduce some notation. Recall that the set of places

of Q equals M(Q) = {∞} ∪ P, where P is the set of prime numbers. We write | |∞ for

the ordinary absolute value on Q, whereas for p ∈ P we write | |p for the p-adic absolute

value, normalized such that |p|p = p−1. Given a number field K we write M(K) for the

set of its places. We denote the set of archimedean places of K by M∞(K) and the set of

finite places of K by M0(K). For v ∈M(K) we write | |v for the absolute value having

|x|v = |x|p for x ∈ Q if v lies above p ∈M(Q). We further define the normalized absolute

value

(1.7) ‖ ‖v = | |d(v)
v

where

(1.8) d(v) = [Kv : Qp]/[K : Q] .

Here Qp is the completion of Q at p, and Kv is the completion of K at v.

Write d = [K : Q]. Suppose that S is a finite subset of M(K).

Suppose that for each v ∈M(K) we have a set of n linear forms {L(v)
1 , . . . , L

(v)
n } such that

(1.9) {L(v)
1 , . . . , L(v)

n } ⊂ {X1, . . . , Xn, X1 + . . .+Xn}

and such that moreover

(1.10) L
(v)
1 = X1, . . . , L

(v)
n = Xn for v 6∈ S .

Further let c = {civ | 1 ≤ i ≤ n, v ∈M(K)} be a tuple of real numbers satisfying

(1.11)
∑

v∈M(K)

n∑
i=1

civ = 0 ,
∑

v∈M(K)

n∑
i=1

|civ| ≤ 1

(1.12) civ = 0 (i = 1, . . . , n; v 6∈ S).
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Given Q ≥ 1, define the parallelepiped ΠK(Q, c) as the set of points x ∈ Kn satisfying

the simultaneous inequalities

(1.13) ‖L(v)
i (x)‖v ≤ Qciv (1 ≤ i ≤ n, v ∈M(K)).

For λ > 0 define the dilatation of ΠK(Q, c) by the factor λ as the set of points x ∈ Kn

satisfying

(1.14) ‖L(v)
i (x)‖v ≤ Qcivλd(v) (1 ≤ i ≤ n, v ∈M∞(K)) ,

(1.15) ‖L(v)
i (x)‖v ≤ Qciv (1 ≤ i ≤ n, v ∈M0(K)) ,

where the exponent d(v) in (1.14) is as in (1.8). We write more briefly λΠK(Q, c) for the

set of points given by (1.14), (1.15).

Now Schlickewei’s result [10] reads as follows.

Suppose δ > 0. For Q ≥ 1 let ΠK(Q, c) be defined as in (1.13). In particular assume that

we have (1.9) - (1.12). Write DK for the absolute value of the discriminant of K. Then,

there are proper linear subspaces T1, . . . , Tt of Kn, where

(1.16) t ≤ 2222nδ−2

,

with the following property:

For every Q satisfying

(1.17) Q > max{n2/δ,D
2/d
K }

(and some technical hypothesis which has no relevance in our context)

there exists a subspace Ti ∈ {T1, . . . , Tt} such that

(1.18) Q−δΠK(Q, c) ⊂ Ti .

In [11], Schlickewei applied this result as follows.

Let a1, . . . , an be elements in K∗. Let G be a multiplicative subgroup of K∗ of finite rank

r. Consider the equation

(1.19) a1x1 + . . .+ anxn = 1

in x1, . . . , xn ∈ G. Then the number of nondegenerate solutions of (1.19) (i.e., solutions

such that no proper subsum on the left hand side of (1.19) vanishes) is below a bound

c(n, r, d), where c(n, r, d) is an explicit function which depends only upon the dimension

n, the rank r of the group G and the degree d of K.

It has been known for some time, that any quantitative version of the Parametric Subspace

Theorem where it is possible to avoid the term D
2/d
K in hypothesis (1.17), would imply
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an upper bound of type c(n, r) for the number of solutions of (1.19), i.e., a bound which

does not depend upon d.

It is the purpose of the present paper to prove such a version of the Subspace Theorem.

THEOREM 1.1. Let K be a number field. Let S be a finite subset of M(K). For each

v ∈ M(K) let {L(v)
1 , . . . , L

(v)
n } be a subset of {X1, . . . , Xn, X1 + . . . + Xn}. Assume that

we have (1.10).

Suppose that

(1.20) 0 < δ < 1 ,

and let c = (civ | i = 1, . . . , n; v ∈M(K)) be a tuple with (1.11), (1.12). Define ΠK(Q, c)

as in (1.13).

Then there are proper linear subspaces T1, . . . , Tt of Kn where

(1.21) t = t(n, δ) ≤ 4(n+9)2

δ−n−4

with the following property:

For any Q with

(1.22) Q ≥ n2/δ

there exists a subspace Ti ∈ {T1, . . . , Tt} with

(1.23) Q−δΠK(Q, c) ⊂ Ti .

The consequences for equation (1.19) will be derived in a subsequent paper [5].

In the proof of his result (1.16) - (1.18), Schlickewei used the generalization of Minkowski’s

second theorem on convex bodies, as derived independently by McFeat [7] and by Bombieri

and Vaaler [1]. This generalization gives an upper and a lower bound for the product of

the successive minima of a convex body in AnK , where AK is the ring of adèles of K.

The quotient of the upper bound and the lower bound is equal to c(n)D
n/2d
K with some

function c(n) of n. It is the dependence on DK of this quotient that is responsible for the

occurrence of the term with the discriminant in (1.17).

In the current paper we apply the recent “absolute” Minkowski theorem, versions of which

were obtained independently by Roy and Thunder ([8], Theorem 6.3) and, in a more

general Arakelov Theory setting, by Zhang ([15], Theorem 5.8). In our paper we have

used the version of Roy and Thunder since this is better adapted to our purposes. The

absolute Minkowski theorem has the advantage that it does not involve any discriminant

at all. However, when applying it in our proof, we have to deal with vectors whose

coordinates are algebraic, but where we cannot specify the number field in which these

coordinates lie. Thus, we are forced to extend all other arguments in our proof so that we
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can handle arbitrary vectors in Q
n

instead of just vectors in Kn for some fixed number

field K. At the end, we arrive at a result which is much more general than the classical

Subspace Theorem, in fact we obtain “absolute” generalizations of both the Parametric

Subspace Theorem and the Subspace Theorem, dealing with vectors x in Q
n

rather than

in Kn.

In the next two sections we will give the absolute generalisations of both the Parametric

Subspace Theorem and the Subspace Theorem and not just for forms in {X1, . . . , Xn,

X1 + . . .+Xn} but for arbitrary linear forms.

Another feature of Theorem 1.1 is the much better upper bound (1.21) for the number of

subspaces as compared with the upper bound (1.16) in Schlickewei’s result. This is due

to the fact that in his proof, Schlickewei applied Roth’s Lemma, whereas in our deduction

of Theorem 1.1 we use the improvement of Roth’s Lemma obtained by Evertse [3] by

making explicit the arguments in the proof of Faltings’ Product Theorem [6].

We point out however that the removal of the discriminant term from the lower bound of

Q (cf. (1.17), (1.22)) is due only to the use of the absolute Minkowski theorem and has

nothing to do with the improvement of Roth’s lemma. In fact, also with the old Roth

lemma we would have obtained a result with a lower bound for Q as in (1.22). But the

upper bound for the number of subspaces would have become doubly exponential in n.

2 The absolute Parametric Subspace Theorem

We need some further notation. We fix an algebraic closure Q of Q. All algebraic number

fields occurring in this paper will be considered to be subfields of Q.

As in section 1, let K be a number field and M(K) = M∞(K)∪M0(K) the set of places

of K. The absolute values ‖ ‖v introduced in (1.7), (1.8) satisfy the product formula

(2.1)
∏

v∈M(K)

‖x‖v = 1 for x ∈ K∗.

If F is a finite extension of K and if w ∈M(F ) lies above v ∈M(K), then the normalized

absolute values ‖ ‖w and ‖ ‖v are related by

(2.2) ‖x‖w = ‖x‖d(w/v)
v for x ∈ K

where

(2.3) d(w/v) = [Fw : Kv] / [F : K] .

Note that for any v ∈M(K)

(2.4)
∑
w|v

d(w/v) = 1
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where the sum is over all places w ∈M(F ) lying above v.

In section 1, (1.13), we considered parallelepipeds

ΠK(Q, c) =
{
x ∈ Kn

∣∣ ‖L(v)
i (x)‖v ≤ Qciv (v ∈M(K), i = 1, . . . , n)

}
.

There is a height function which we call the twisted height and which is closely related to

ΠK(Q, c). It is defined as follows.

(2.5) HK,Q,c(x) =
∏

v∈M(K)

max
1≤i≤n

‖L(v)
i (x)‖v
Qciv

for x ∈ Kn
r {0}.

It is clear that x ∈ ΠK(Q, c) implies HK,Q,c(x) ≤ 1 and more generally, in view of (1.14),

(1.15)

(2.6) x ∈ λΠK(Q, c) implies HK,Q,c(x) ≤ λ.

The forms in (1.9), (1.10) defining ΠK(Q, c) in (1.13) are very special. We will now study

a more general setting.

Let {L1, . . . , Lr} be a family 1 (i.e., an unordered sequence, possibly with repetitions) of

linear forms in X1, . . . , Xn with rank {L1, . . . , Lr} = n and

(2.7) Li(X1, . . . , Xn) ∈ K[X1, . . . , Xn] (i = 1, . . . , r).

Suppose that for each v ∈M(K) we have a set {L(v)
1 , . . . , L

(v)
n } of linear forms with

(2.8) {L(v)
1 , . . . , L(v)

n } ⊂ {L1, . . . , Lr} and rank {L(v)
1 , . . . , L(v)

n } = n.

For v ∈M(K) we put

(2.9) ∆v = ‖ det(L
(v)
1 , . . . , L(v)

n )‖v.

Furthermore, we let c = (civ) (v ∈ M(K), i = 1, . . . , n) be a tuple of real numbers

satisfying

(2.10) c1v = . . . = cnv = 0 for all but finitely many v ∈M(K).

For each finite extension F of K and for every place w ∈ M(F ) lying above v ∈ M(K)

we define

(2.11) L
(w)
i = L

(v)
i , ciw = d(w/v)civ , ∆w = ∆d(w/v)

v ,

1We deal with families of linear forms instead of just sets since this simplifies our arguments and since
it is slightly more convenient for applications.
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(i = 1,. . . ,n), where d(w/v) is as in (2.3). By (2.2), (2.9) we have ∆w = ‖ det(L
(w)
1 , . . . , L

(w)
n )‖w.

Let Q ≥ 1. For x ∈ Qn
, x 6= 0 we define the twisted height HQ,c(x) as follows: We choose

a finite extension F of K with x ∈ F n and we put

(2.12) HQ,c(x) =
∏

w∈M(F )

max
1≤i≤n

‖L(w)
i (x)‖w

∆
1/n
w Qciw

.

Notice that in view of (2.11) the right hand side of (2.12) does not depend upon the

particular field F ⊃ K with x ∈ F n. Notice moreover that by (2.8) - (2.10) for x 6= 0 all

but finitely many factors in (2.12) are equal to 1. So HQ,c is a well defined function on

Q
n
.

We remark that for the forms considered in (1.9), (1.10), for each v ∈ M(K) we have

∆v = 1. So for the forms (1.9), (1.10) and for x ∈ Kn the height HQ,c(x) from (2.12)

coincides with the height HK,Q,c(x) in (2.5). Thus HQ,c on the one hand generalizes the

height HK,Q,c from (2.5) to more general linear forms and on the other hand it extends it

from Kn to Q
n
.

Given our family {L1, . . . , Lr} of linear forms we introduce the quantity

(2.13) H = H(L1, . . . , Lr) =
∏

v∈M(K)

max
i1,...,in

‖ det(Li1 , . . . , Lin)‖v

where the maximum is taken over all subsets {i1, . . . , in} of {1, . . . , r}. H may be viewed

as some height of L1, . . . , Lr.

Our central result is as follows.

Theorem 2.1 Let K be a number field. Let {L1, . . . , Lr} be a family of linear forms

with (2.7). Suppose that for each v ∈M(K) we have forms L
(v)
1 , . . . , L

(v)
n with (2.8). Let

c = (civ) (v ∈ M(K), i = 1, . . . , n) be a tuple of real numbers with (2.10) satisfying

moreover

(2.14)
∑

v∈M(K)

n∑
i=1

civ = 0 ,
∑

v∈M(K)

max{c1v, . . . , cnv} ≤ 1 .

Let

(2.15) 0 < δ ≤ 1.

For x ∈ Qn
define HQ,c(x) as in (2.12). Then there are proper linear subspaces T1, . . . , Tt1

of Q
n
, all defined over K, where

(2.16) t1 = t1(n, r, δ) ≤ 4(n+8)2

δ−n−4 log(2r) log log(2r)
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with the following property:

For every Q with

(2.17) Q > max
{
H1/(rn), n2/δ

}
there is a subspace Ti ∈ {T1, . . . , Tt1} such that

(2.18)
{
x ∈ Qn ∣∣HQ,c(x) ≤ Q−δ

}
⊂ Ti.

In applications often we have the situation that the forms Li have coefficients in the field

K but that we are interested in particular in those solutions x of HQ,c(x) ≤ Q−δ whose

components lie in a prescribed subfield E of K. We give a Corollary which reflects this

situation.

For a number field E we write Gal(Q/E) for the Galois group of Q over E. Given

x = (x1, . . . , xn) ∈ Qn
and σ ∈ Gal(Q/E) we put σ(x) = (σ(x1), . . . , σ(xn)). We prove

Corollary 2.2 Let the hypotheses be the same as in Theorem 2.1. Suppose moreover that

E is a subfield of K.

Then there are proper linear subspaces T ′1, . . . , T
′
t1

of Q
n
, all defined over E, where

(2.19) t1 = t1(n, r, δ) ≤ 4(n+8)2

δ−n−4 log(2r) log log(2r)

with the following property.

For every Q with

(2.20) Q > max
{
H1/(rn), n2/δ

}
there is a subspace T ′i ∈ {T ′1, . . . , T ′t1} such that

(2.21)
{
x ∈ Qn

∣∣∣ max
σ∈Gal(Q/E)

HQ,c(σ(x)) ≤ Q−δ
}
⊂ T ′i .

Notice that any x ∈ Qn
with max

σ∈Gal(Q/E)
HQ,c(σ(x)) ≤ Q−δ a fortiori satisfies HQ,c(x) ≤

Q−δ. Therefore the only difference between Theorem 2.1 and Corollary 2.2 lies in the fact

that in (2.21) the subspaces T ′i are defined over the subfield E of K and not just over K

as are the subspaces Ti in (2.18).

We finally show that Theorem 1.1 is an immediate consequence of either Theorem 2.1 or

Corollary 2.2.

In Theorem 1.1 we deal with sets Q−δΠK(Q, c). By (2.6) any x ∈ Q−δΠK(Q, c) satisfies

HK,Q,c(x) ≤ Q−δ, with HK,Q,c as in (2.5). Thus in order to prove Theorem 1.1 it suffices

to study the solutions of HK,Q,c(x) ≤ Q−δ. As observed after (2.12), HK,Q,c(x) is a special

instance of the twisted height HQ,c(x) introduced in (2.12).
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We apply Theorem 2.1 or Corollary 2.2 with {X1, . . . , Xn , X1 + . . . + Xn} in place of

{L1, . . . , Lr}. So the parameter r becomes n+1. Moreover the quantities ∆v from (2.9) for

{X1, . . . , Xn , X1 + . . . + Xn} are all equal to 1. Similarly, by (2.13),

H(X1, . . . , Xn , X1 + . . .+Xn) = 1. Thus hypothesis (2.17) reduces to

(2.22) Q > n2/δ,

i.e., to (1.22). With Theorem 2.1 or Corollary 2.2 we therefore obtain:

there are proper linear subspaces T1, . . . , Tt of Kn where

(2.23) t = t(n, δ) ≤ 4(n+8)2

δ−n−4 log(2(n+ 1)) log log(2(n+ 1)) ≤ 4(n+9)2

δ−n−4

with the following property:

For any Q with (2.22) there exists Ti ∈ {T1, . . . , Tt} such that

(2.24)
{
x ∈ Kn

∣∣∣HK,Q,c(x) ≤ Q−δ
}
⊂ Ti.

Theorem 1.1 follows.

3 The Absolute Subspace Theorem

We now formulate a result that is more in the spirit of (1.1).

Given x = (x1, . . . , xn) ∈ Kn we introduce for v ∈M(K) the v-adic norm

(3.1) ‖x‖v =

{
(|x1|2v + . . .+ |xn|2v)d(v)/2 for v ∈M∞(K)

max{‖x1‖v, . . . , ‖xn‖v} for v ∈M0(K),

where d(v) is given by (1.8). The height of x then is defined by

(3.2) H(x) =
∏

v∈M(K)

‖x‖v.

More generally, given x ∈ Qn
we may choose a number field K such that x ∈ Kn. We then

define H(x) again by (3.2). It is an easy consequence of (2.2) - (2.4) that our definition of

H(x) does not depend upon the choice of K. For a linear form L(X) = α1X1 + . . .+αnXn

with coefficients αi ∈ Q we put H(L) = H((α1, . . . , αn)).

We quote a version of the quantitative Subspace Theorem proved by Schmidt [14]:

Let L1, . . . , Ln be linearly independent linear forms with coefficients in an algebraic number

field K of degree d. Consider the inequality

(3.3)
|L1(x)|
‖x‖

. . .
|Ln(x)|
‖x‖

< | det(L1, . . . , Ln)|H(x)−n−δ
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where 0 < δ < 1.

Then there are proper linear subspaces T1, . . . , Tt of Q n where

(3.4) t ≤ (2d)226nδ−2

such that the set of solutions x ∈ Q n
r {0} of (3.3) with

(3.5) H(x) > max{H(L1), . . . , H(Ln), (n!)8/δ}

is contained in the union

T1 ∪ . . . ∪ Tt.

Comparing Corollary 2.2 with Schmidt’s result, we see that in (3.3) - (3.5) the field Q of

rational numbers plays the rôle of the field E in Corollary 2.2. However in Corollary 2.2

the absolute values under consideration are normalized absolute values on the larger field

K, or even more generally normalized extensions thereof. In contrast with this, in (3.3)

we consider the absolute value | | corresponding to the place at infinity of Q and we then

deal with a non-normalized extension of | | onto K.

We proceed to give the absolute generalization of Schmidt’s result.

Let E be a number field. Let S be a finite subset of M(E) and suppose that for each

v ∈ S we have linear forms L
(v)
1 , . . . , L

(v)
n with coefficients in Q and with

(3.6) rank {L(v)
1 , . . . , L(v)

n } = n.

For a nonzero linear form L = α1X1 + . . .+ αnXn we define the extension E(L) of E by

E(L) = E

(
α1

αi
, . . . ,

αn
αi

)
where i is a subscript with αi 6= 0. We suppose that for i = 1, . . . , n and for v ∈ S

(3.7) [E(L
(v)
i ) : E] ≤ D,

and moreover that

(3.8) H(L
(v)
i ) ≤ H (v ∈ S ; i = 1, . . . , n).

For v ∈ S write ‖ ‖v for the normalized absolute value on E corresponding to v (cf. (1.7),

(1.8)). The absolute value ‖ ‖v has a unique extension ‖ ‖′v, say, to Ev, the algebraic

closure of the completion Ev. Fix an embedding τv of Q over E into Ev. We then extend

‖ ‖v from E to Q by putting

(3.9) ‖x‖v = ‖τv(x)‖′v for x ∈ Q.

We obtain
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Theorem 3.1 Let E be a number field and suppose S is a finite subset of M(E) of

cardinality s. Assume that for each v ∈ S we are given linear forms L
(v)
1 , . . . , L

(v)
n in

X = (X1, . . . , Xn) satisfying (3.6) - (3.8). Suppose moreover that for each v ∈ S the

absolute value ‖ ‖v is extended to Q as in (3.9). Let 0 < δ < 1.

Then there exist proper linear subspaces T1, . . . , Tt2 of Q
n
, all defined over E, where

(3.10) t2 = t2(n, s,D, δ) ≤ (3n)2ns 23(n+9)2

δ−ns−n−4 log(4D) log log(4D)

with the following property.

The set of solutions x ∈ Qn
of the inequalities

(3.11)
∏
v∈S

n∏
i=1

max
σ∈Gal(Q/E)

‖L(v)
i (σ(x))‖v
‖σ(x)‖v

≤
∏
v∈S

‖ det(L
(v)
1 , . . . , L(v)

n )‖vH(x)−n−δ

and

(3.12) H(x) > max{n4n/δ, H}

is contained in the union

T1 ∪ . . . ∪ Tt2 .

Comparing Theorem 3.1 with Schmidt’s result quoted above we see that the rôle of Q in

(3.3) - (3.5) now is played by the field E. On the other hand the compositum F , say, of

the fields E(L
(v)
i ) (v ∈ S; i = 1, . . . , n) replaces the field K. So the analogue of the degree

d in Schmidt’s result now is [F : E]. By (3.7) we have [F : E] ≤ Dns.

In particular Theorem 3.1 with E = Q, S = {∞} gives the absolute generalization of

Schmidt’s theorem with a bound which is much better than (3.4).

Evertse [4] has proved a result like Theorem 3.1, but with solutions x restricted to lie in

En. He obtained the bound

t2 ≤
(
260n2

δ−7n
)s

log(4D) log log(4D).

Clearly (3.10) again is better. However instead of (3.12) Evertse has only to assume

H(x) ≥ H.

Our paper is organized as follows.

In section 4 we treat the rationality of the subspaces in the assertions of Theorem 2.1 and

Corollary 2.2.

In view of the remark in section 2 the assertion of Corollary 2.2 then will follow once we

have proved Theorem 2.1.

The proof of Theorem 2.1 in turn is given in sections 5 - 19.

Finally in sections 20 and 21 we deduce Theorem 3.1 from Corollary 2.2. On the way of the

deduction of Theorem 3.1 we give in section 20 a related result on simultaneous inequalities
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(Theorem 20.1). This intermediate result may be of some independent interest, as the

bound we obtain there will be independent of s.

The core of the paper clearly is the proof of Theorem 2.1. We have tried to make the

exposition selfcontained. To give the reader a clear picture of the essential developments

in comparison with the classical Subspace Theorem we proceed as far as possible along

the same lines as does Schmidt in [14] and in [13] (chapter VI).

4 Rationality of the Subspaces

Lemma 4.1 For x ∈ Qn
let HQ,c(x) be as in (2.12). Then for any σ ∈ Gal(Q/K) we

have

HQ,c(σ(x)) = HQ,c(x).

Proof. Given x ∈ Qn
we choose a finite normal extension F of K with x ∈ F n. For a

place w ∈M(F ) and for σ ∈ Gal(Q/K) we write wσ for the place in M(F ) such that for

any x ∈ F the non-normalized absolute values | |w and | |wσ satisfy the relation

|x|wσ = |σ(x)|w.

If w lies above v ∈ M(K) then so does wσ. Moreover, since the extension F/K is

normal, we have [Fwσ : Kv] = [Fw : Kv]. Therefore with our notation (2.3) we get

d(wσ/v) = d(w/v). In conjunction with (2.2) we may conclude that the normalized

absolute values ‖ ‖w and ‖ ‖wσ satisfy

‖x‖wσ = ‖σ(x)‖w for each x ∈ F.

We now fix v ∈M(K) and consider w ∈M(F ) with w|v. In view of (2.11) we have

L
(wσ)
i = L

(w)
i , ci,wσ = ciw , ∆wσ = ∆w

for any σ ∈ Gal(Q/K). Since moreover the linear forms Li in (2.7) have coefficients in K

we obtain

max
1≤i≤n

‖L(w)
i (σ(x))‖w
∆

1/n
w Qciw

= max
1≤i≤n

‖σ(L
(w)
i (x))‖w

∆
1/n
w Qciw

= max
1≤i≤n

‖L(wσ)
i (x)‖wσ

∆
1/n
wσ Qciwσ

.

Furthermore, given v ∈M(K) and σ ∈ Gal(Q/K), if w runs through the places of M(F )

lying above v then so does wσ. Thus we may conclude that for any σ ∈ Gal(Q/K)

∏
w|v

max
1≤i≤n

‖L(w)
i (σ(x))‖w
∆

1/n
w Qciw

=
∏
w|v

max
1≤i≤n

‖L(wσ)
i (x)‖wσ

∆
1/n
wσ Qciwσ

=
∏
wσ |v

max
1≤i≤n

‖L(wσ)
i (x)‖wσ

∆
1/n
wσ Qciwσ

.

Taking the product over v ∈M(K) we get the assertion.
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Lemma 4.2 Let F be a number field. Let M be a subset of Q
n

such that for any x ∈M
and for any σ ∈ Gal(Q/F ) we have σ(x) ∈ M . Let T be a linear subspace of Q

n
with

M ⊂ T . Write T ′ for the subspace of Q
n

generated by T ∩F n. Then T ′ is defined over F

and

M ⊂ T ′.

Proof. Since T ′ has a basis in F n it is clearly defined over F .

Now suppose x ∈ M . Pick a finite normal extension G of F such that x ∈ Gn, and let

{σ1, . . . , σg} be the Galois group of G over F . Choose a basis {ω1, . . . , ωg} of G over F .

Then x can be written as

(4.1) x = ω1y1 + . . .+ ωgyg

with y1, . . . ,yg ∈ F n. Consequently we get

σi(x) = σi(ω1)y1 + . . .+ σi(ωg)yg (i = 1, . . . , g).

The matrix (σi(ωj))1≤i,j≤g is invertible. Thus, y1, . . . ,yg are linear combinations of

σ1(x), . . . , σg(x). By hypothesis we have σ1(x), . . . , σg(x) ∈ M ⊂ T . We may conclude

that y1, . . . ,yg ∈ T and therefore

y1, . . . ,yg ∈ T ∩ F n ⊂ T ′.

In view of (4.1) we may infer that x ∈ T ′, and the Lemma follows.

We are now in a position to prove for Theorem 2.1 and Corollary 2.2 the respective as-

sertions on the rationality of the subspaces, assuming that all other assertions are true.

In each case we apply Lemma 4.2.

As for Theorem 2.1, M is replaced by
{
x ∈ Qn ∣∣HQ,c(x) ≤ Q−δ

}
with Q fixed and F is

replaced by K. By Lemma 4.1 and by (2.18) the hypotheses of Lemma 4.2 are satisfied.

Thus the subspaces Ti in Theorem 2.1 may be chosen such as to be defined over K.

Finally, we turn to Corollary 2.2.

The rôle of M now is played by
{
x ∈ Qn ∣∣ maxσ∈Gal(Q/E) HQ,c(σ(x)) ≤ Q−δ

}
with Q fixed

and the rôle of F is played by the field E. By (2.21) the hypotheses of Lemma 4.2 again

are satisfied and therefore the subspaces T ′i may be chosen such as to be defined over E.

5 A First Reduction

To prove Theorem 2.1, according to section 4 it suffices to show that in (2.1), (2.18) we

do not need more than t1 subspaces Ti of Q
n
, never mind whether these are defined over

K or not.

13



In this section we want to reduce the assertion of Theorem 2.1 further.

Proposition 5.1 In order to prove Theorem 2.1 without loss of generality we are allowed

to make the following additional assumptions:

(i) The family of forms {L1, . . . , Lr} satisfies

(5.1) L1 = X1, . . . , Ln = Xn.

(ii) There exists a subset M1 of M0(K) such that

(5.2) M0(K)rM1 is finite

and such that for each v ∈M1 we have

(5.3) L
(v)
1 = X1, . . . , L

(v)
n = Xn ; c1v = . . . = cnv = 0.

Proof. We first show that without loss of generality we may assume that there is a subset

M1 of M0(K) with (5.2) such that we have for each v ∈M1

(5.4) L
(v)
1 = L1, . . . , L

(v)
n = Ln ; c1v = . . . = cnv = 0.

Let M2 be the subset of M0(K) such that for each v ∈M2

(5.5) c1v = . . . = cnv = 0.

By (2.10), M0(K)rM2 is finite.

Consider the family {L1, . . . , Lr} from (2.7) and write

Li(X) = αi1X1 + . . .+ αinXn (i = 1, . . . , r).

For all but finitely many v ∈M2 we have

(5.6) ‖αij‖v = 1

for every pair (i, j) with αij 6= 0. Moreover, for all but finitely many v ∈M2 we get

(5.7) ‖ det(Li1 , . . . , Lin)‖v = 1

for any subset {i1, . . . , in} of {1, . . . , r} such that det(Li1 , . . . , Lin) 6= 0.

Let M1 be the subset of M2 such that for each v ∈M1 simultaneously (5.6) and (5.7) are

satisfied.

Suppose x ∈ Qn
and let F be a finite extension of K such that x ∈ F n. We infer from

(5.6) that for any v ∈M1 and for any w ∈M(F ) with w|v we obtain

(5.8) ‖Li(x)‖w ≤ max{‖x1‖w, . . . , ‖xn‖w}.

14



On the other hand applying Cramer’s rule, (5.6) and (5.7), we see that for any v ∈M1,

for any w ∈M(F ) with w|v and for any set {i1, . . . , in} such that det(Li1 , . . . , Lin) 6= 0

(5.9) max
1≤ν≤n

‖xν‖w ≤ max
1≤ν≤n

‖Liν (x)‖w.

Combination of (5.8) and (5.9) implies that for each set {i1, . . . , in} with (5.7), for each

v ∈M1 and for each w ∈M(F ) with w|v we get

max
1≤ν≤n

‖xν‖w = max
1≤ν≤n

‖Liν (x)‖w.

In particular, for any pair of subsets {i1, . . . , in} and {j1, . . . , jn} of {1, . . . , r} satisfying

(5.7) we may infer that

(5.10) max
1≤ν≤n

‖Liν (x)‖w = max
1≤ν≤n

‖Ljν (x)‖w

for each w ∈M(F ) under consideration. Our construction of M1 is such that

M1 ⊂M0(K), M0(K)rM1 is finite.

Moreover for v ∈M1 we have (5.5) and (5.7). Thus, in view of (5.10) it is clear that in the

definition of HQ,c(x) in (2.12) we may assume that for v ∈M1 the forms {L(v)
1 , . . . , L

(v)
n }

in that ordering are always the same, {L1, . . . , Ln}, say. This proves our claim (5.4).

We next claim that for the family {L1, . . . , Lr} we may suppose without loss of generality

that

(5.11) L1 = X1, . . . , Ln = Xn.

To verify our claim, we show that Theorem 2.1 is invariant under linear transformations

A ∈ GLn(K).

Indeed suppose A ∈ GLn(K). For a linear form L = L(X) we define L(A)(X) = L(AX).

The product rule for determinants and the product formula (2.1) imply that for any finite

extension F of K∏
w∈M(F )

∆1/n
w =

∏
w∈M(F )

(
‖ detA‖w∆w

)1/n
=

∏
w∈M(F )

‖ det((L
(w)
1 )(A), . . . , (L(w)

n )(A))‖1/n
w .

Moreover H in (2.13) remains unchanged if we replace {L1, . . . , Lr} by {L(A)
1 , . . . , L

(A)
r }.

Therefore, taking in Theorem 2.1 instead of {L1, . . . , Lr}, x, T1, . . . , Tt1 respectively {L(A)
1 , . . . , L

(A)
r }, A−1x, A−1T1, . . . , A

−1Tt1
we get an equivalent statement.

Our claim (5.11) now follows if for A we take the inverse of the matrix B, where the row

vectors of B are the coefficient vectors of the forms L1, . . . , Ln from (5.4). Combination

of (5.4) and (5.11) finally proves Proposition 5.1.
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From now on we will always assume that (5.1) - (5.3) are satisfied.

Our next goal is to further reduce the assertion of Theorem 2.1 to a situation where in

(2.9) we have

∆v = 1 for each v ∈M(K).

In Proposition 5.2 which will be formulated below, we will make the following assumptions:

We have a number field K and a family {L1, . . . , Lr} of linear forms in X1, . . . , Xn of rank

n with

(5.12) Li(X1, . . . , Xn) ∈ K[X1, . . . , Xn] (i = 1, . . . , r)

and

(5.13) L1 = X1, . . . , Ln = Xn.

For each v ∈M(K) we have a set {L(v)
1 , . . . , L

(v)
n } with

(5.14) {L(v)
1 , . . . , L(v)

n } ⊂ {L1, . . . , Lr}

and

(5.15) det(L
(v)
1 , . . . , L(v)

n ) = 1.

Moreover we have a tuple c = (civ) (v ∈M(K), i = 1, . . . , n) of real numbers with

(5.16)
∑

v∈M(K)

n∑
i=1

civ = 0 ,
∑

v∈M(K)

max{c1v, . . . , cnv} ≤ 1.

Finally we suppose that we have a subset M1 of M0(K) such that

(5.17) M0(K)rM1 is finite,

and such that moreover

(5.18) L
(v)
1 = X1, . . . , L

(v)
n = Xn ; c1v = . . . = cnv = 0 for v ∈M1.

H and HQ,c(x) are as in (2.13), (2.12) respectively.

Theorem 2.1 is a consequence of

Proposition 5.2 Suppose we have (5.12) - (5.18). Let 0 < δ < 1.

Then there are proper linear subspaces T1, . . . , Tt3 of Q
n

where

(5.19) t3 = t3(n, r, δ) ≤ 4(n+7)2

δ−n−4 log(2r) log log(2r)
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with the following property:

For every Q with

(5.20) Q > max
{
H1/(rn), n2/δ

}
there is a subspace Ti ∈ {T1, . . . , Tt3} such that

(5.21)
{
x ∈ Qn ∣∣HQ,c(x) ≤ Q−δ

}
⊂ Ti.

Remark (i) The only difference between the hypotheses of Proposition 5.1 and 5.2 is

(5.15).

(ii) In the deduction of Theorem 2.1 from Proposition 5.2 we will use the fact that

{L1, . . . , Lr} is a family and not necessarily a set. If we assume that {L1, . . . , Lr} is

a set, the technicalities of the deduction become more complicated.

We proceed to deduce Theorem 2.1 from Proposition 5.2.

Starting with the hypotheses we have in section 2 and assuming moreover (5.1) - (5.3)

(as we may by Proposition 5.1) we will construct a finite extension E of K and a family

of forms {M1, . . . ,Ms} with coefficients in E.

From the family {M1, . . . ,Ms} we will obtain for each u ∈ M(E) sets of linear forms

{M (u)
1 , . . . ,M

(u)
n } and a tuple e = (eiu) (u ∈ M(E), i = 1, . . . , n) such that the ana-

logue of (5.12) - (5.18) is true for E, {M1, . . . ,Ms}, {M (u)
1 , . . . ,M

(u)
n }, e. Denoting the

corresponding twisted height by H ′Q,e(x), our construction will be such that

(5.22) H ′Q,e(x) = HQ,c(x) for all x ∈ Qn
,

where HQ,c is the height (2.12) we have to study in Theorem 2.1.

Combination of (5.22) and Proposition 5.2 then will imply Theorem 2.1.

To begin our construction, let {L1, . . . , Lr} be the family of forms we study in Theorem

2.1. Let I be the collection of sets {i1, . . . , in} ⊂ {1, . . . , r} such that {Li1 , . . . , Lin} is

linearly independent. For I = {i1, . . . , in} ∈ I we put

(5.23) α(I) = det(Li1 , . . . , Lin)−1/n

with a fixed choice of the n-th root and with 11/n = 1. Let E be the finite extension of K

generated over K by the numbers α(I) (I ∈ I). Let {M1, . . . ,Ms} be the family of linear

forms consisting of

(5.24) α(I)Li (I ∈ I; i = 1, . . . , r).

Then we have

(5.25) Mi ∈ E[X1, . . . , Xn] (i = 1, . . . , s)
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and

(5.26) s = r|I| ≤ r

(
r

n

)
≤ rn+1.

Moreover by (5.1), {X1, . . . , Xn} ⊂ {M1, . . . ,Ms}. So we may suppose that

(5.27) M1 = X1, . . . ,Mn = Xn.

Notice that by (2.11) we have for u ∈M(E) lying above v ∈M(K)

(5.28) L
(u)
i = L

(v)
i , ciu = d(u/v) civ (i = 1, . . . , n).

We now define for u ∈M(E) and for i = 1, . . . , n

(5.29) M
(u)
i = det

(
L

(u)
1 , . . . , L(u)

n

)−1/n
L

(u)
i .

Our definition (5.24) of {M1, . . . ,Ms} implies

(5.30)
{
M

(u)
1 , . . . ,M (u)

n

}
⊂ {M1, . . . ,Ms} for each u ∈M(E).

Moreover, by (5.29)

(5.31) det
(
M

(u)
1 , . . . ,M (u)

n

)
= 1 for each u ∈M(E).

We define the tuple e = (eiu) (u ∈M(E), i = 1, . . . , n)

(5.32) eiu = d(u/v)civ

where v is the place in M(K) lying below u. We denote by M1(E) the set of places of E

lying above the places in M1 (with M1 ⊂M0(K) as in (5.2), (5.3)). By (5.2) we get

(5.33) M0(E)rM1(E) is finite.

Moreover, by (5.3), (5.28), (5.29), (5.32)

(5.34) M
(u)
1 = X1, . . . ,M

(u)
n = Xn ; e1u = . . . = enu = 0 for u ∈M1(E).

Finally, by (2.14) and (5.32)

(5.35)
∑

u∈M(E)

n∑
i=1

eiu = 0 ,
∑

u∈M(E)

max{e1u, . . . , enu} ≤ 1.

So replacing K, M1, {L1, . . . , Lr}, {L(v)
1 , . . . , L

(v)
n } (v ∈ M(K)), c = (civ) (v ∈ M(K),

i = 1, . . . , n) respectively by E, M1(E), {M1, . . . ,Ms}, {M (u)
1 , . . . ,M

(u)
n } (u ∈ M(E)),

e = (eiu) (u ∈ M(E), i = 1, . . . , n) we see that (5.25), (5.27), (5.30), (5.31), (5.35),

(5.33), (5.34) in that ordering respectively are the analogues of (5.12) - (5.18).

18



We next define the height H ′Q,e(x). For a finite extension F of E and for w ∈M(F ) lying

above u ∈M(E) we put, as usual,

M
(w)
i = M

(u)
i , eiw = d(w/u) eiu (i = 1, . . . , n).

Moreover, we write

∆′w = ‖ det
(
M

(w)
1 , . . . ,M (w)

n

)
‖w (w ∈M(F )).

Now let x ∈ Qn
and suppose that F is a finite extension of E such that x ∈ F n. In

complete analogy with (2.12) we define

(5.36) H ′Q,e(x) =
∏

w∈M(F )

max
1≤i≤n

‖M (w)
i (x)‖w

∆
′1/n
w Qeiw

.

Notice that by (5.31)

∆′w = 1 for each w ∈M(F ).

Thus (5.36) becomes

(5.37) H ′Q,e(x) =
∏

w∈M(F )

max
1≤i≤n

‖M (w)
i (x)‖w
Qeiw

.

We may apply Proposition 5.2 to conclude that there are proper linear subspaces

T1, . . . , Tt3 of Q
n

where

(5.38) t3 = t3(n, s, δ) ≤ 4(n+7)2

δ−n−4 log(2s) log log(2s)

with the following property:

Write H′ = H(M1, . . . ,Ms). Then for any Q with

(5.39) Q > max
{
H′ 1/(

s
n), n2/δ

}
there is a subspace Ti ∈ {T1, . . . , Tt3} such that

(5.40)
{
x ∈ Qn ∣∣H ′Q,e(x) ≤ Q−δ

}
⊂ Ti.

To deduce Theorem 2.1 we claim that the height HQ,c(x) from (2.12) satisfies

(5.41) HQ,c(x) = H ′Q,e(x) for any x ∈ Qn
.

We claim moreover that

(5.42) H(L1, . . . , Lr)
1/(rn) = H1/(rn) ≥ H′ 1/(

s
n) = H(M1, . . . ,Ms)

1/(sn).

Suppose for the moment (5.41) and (5.42) to be shown. Then by (5.42), any Q with

(2.17) a fortiori satisfies (5.39). But then combination of (5.40) and (5.41) shows that in
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Theorem 2.1 we do not need more than t3(n, s, δ) subspaces with t3 bounded as in (5.38).

All this is true under the assumption that (5.1) - (5.3) are satisfied. By Proposition 5.1 we

are allowed to make this assumption. So we may conclude that in Theorem 2.1, t3(n, s, δ)

suspaces suffice. Notice however that by (5.26) s ≤ rn+1 and so the right hand side of

(5.38) is not larger than the right hand side in (2.16).

Theorem 2.1 follows.

To complete the deduction of Theorem 2.1 from Proposition 5.2, we still have to prove

our claims (5.41) and (5.42).

As for (5.41), we return to (5.37). By (5.29)

‖M (w)
i (x)‖w = ∆−1/n

w ‖L(w)
i (x)‖w for x ∈ F n and w ∈M(F ).

Here ∆w = ‖ det(L
(w)
1 , . . . , L

(w)
n )‖w. Moreover by (5.32)

eiw = d(w/u) eiu = d(w/u) d(u/v) civ = d(w/v) civ = ciw

for i = 1, . . . , n and for w ∈M(F ), w|u, u ∈M(E), u|v, v ∈M(K), i.e.,

eiw = ciw for w ∈M(F ) and i = 1, . . . , n.

So indeed by (5.37)

H ′Q,e(x) =
∏

w∈M(F )

max
1≤i≤n

‖M (w)
i (x)‖w
Qciw

=
∏

w∈M(F )

max
1≤i≤n

‖L(w)
i (x)‖w

∆
1/n
w Qciw

= HQ,c(x)

and assertion (5.41) is established.

As for (5.42) we prove

Lemma 5.3 Let {M1, . . . ,Ms} be the family of forms given by (5.24). Then

H(L1, . . . , Lr)
1/(rn) ≥ H(M1, . . . ,Ms)

1/(sn).

Proof. Write q = |I| and let α1, . . . , αq be an enumeration of the numbers α(I) from

(5.23) with I ∈ I.

After reordering M1, . . . ,Ms we may suppose that

(5.43) {M1, . . . ,Ms} = {α1L1, . . . , αqL1, . . . , α1Lr, . . . , αqLr}.

We may relabel M1, . . . ,Ms as

(5.44) Mij = αiLj (i = 1, . . . , q ; j = 1, . . . , r).
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Notice that by definition the factors α1, . . . , αq are all different from zero. Therefore we

may conclude that for an n-tuple of pairs (i1, j1), . . . , (in, jn)

det(Mi1,j1 , . . . ,Min,jn) 6= 0

if and only if det(Lj1 , . . . , Ljn) 6= 0, i.e., if and only if {j1, . . . , jn} ∈ I.

Now suppose {j1, . . . , jn} ∈ I. Then for u ∈ M(E) and for any {i1, . . . , in} with

1 ≤ il ≤ q (l = 1, . . . , q) we get

‖ det(Mi1,j1 , . . . ,Min,jn)‖u = ‖αi1 . . . αin‖u ‖ det(Lj1 , . . . , Ljn)‖u.

In particular

max
(i1,j1),...,(in,jn)

(
‖ det(Mi1,j1 , . . . ,Min,jn)‖u

)
≤(5.45)

≤ max
(i1,...,in)

(
‖αi1 . . . αin‖u

)
max

(j1,...,jn)

(
‖ det(Lj1 . . . Ljn)‖u

)
where the maxima are taken over il and jl (l = 1, . . . , n) with 1 ≤ il ≤ q and 1 ≤ jl ≤ r.

Given l with 1 ≤ l ≤ q, by (5.23)

‖αl‖u ≤ max
{j1,...,jn}∈I

‖ det(Lj1 , . . . , Ljn)−1/n‖u.

Thus

‖αl‖u ≤
(

min
{j1,...,jn}∈I

‖ det(Lj1 , . . . , Ljn)‖u
)−1/n

.

We may conclude that in (5.45) the first term on the right hand side satisfies

(5.46) max
(i1,...,in)

(
‖αi1 . . . αin‖u

)
≤
(

min
{j1,...,jn}∈I

‖ det(Lj1 , . . . , Ljn)‖u
)−1

.

Combining (5.45) and (5.46) we may infer that

max
(i1,j1),...,(in,jn)

(
‖ det(Mi1,j1 , . . . ,Min,jn)‖u

)
≤(5.47)

≤ max
(j1,...,jn)∈I

(
‖ det(Lj1 , . . . , Ljn)‖u

)/
min

(j1,...,jn)∈I

(
‖ det(Lj1 , . . . , Ljn)‖u

)
.

Write

(5.48) β =
∏

(j1,...,jn)∈I

det(Lj1 , . . . , Ljn).

Then by the definition of I we have β 6= 0. Recall that we had |I| = q. By (5.48) we get

for any u ∈M(E)

max
(j1,...,jn)∈I

(
‖ det(Lj1 , . . . , Ljn)‖u

)/
min

(j1,...,jn)∈I

(
‖ det(Lj1 , . . . , Ljn)‖u

)
≤(5.49)

≤
(

max
(j1,...,jn)∈I

(
‖ det(Lj1 , . . . , Ljn)‖u

))q/
‖β‖u.
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Combination of (5.47) and (5.49) yields

max
(i1,j1),...,(in,jn)

(
‖ det(Mi1,j1 , . . . ,Min,jn)‖u

)
≤(5.50)

≤
(

max
(j1,...,jn)∈I

(
‖ det(Lj1 , . . . , Ljn)‖u

))q/
‖β‖u.

Taking the product over u ∈M(E) and applying the product formula we get with (5.50)

(5.51) H′ = H(M1, . . . ,Ms) ≤
( ∏
u∈M(E)

‖β‖−1
u

)
H(L1, . . . , Lr)

q = Hq.

The assertion of Lemma 5.3 (and thus of (5.42)) is

(5.52) H1/(rn) ≥ H′ 1/(
s
n).

To establish (5.52), by (5.51) it suffices to show that

q

(
r

n

)
≤
(
s

n

)
,

however by (5.26) and since |I| = q this is certainly true. The Lemma follows.

So we have reduced Theorem 2.1 to Proposition 5.2. The main part of the following

sections (sections 6 - 19) deals with the proof of this Proposition.

6 Parallelepipeds

In this section we reduce Proposition 5.2 to an assertion about “parallelepipeds” in Q
n
.

Parallelepipeds already play a central rôle in Schmidt’s original proof of the Subspace

Theorem.

The result we are going to formulate is quite similar to Theorem 1.1.

Again we start with our number field K and the family {L1, . . . , Lr} of linear forms in

X1, . . . , Xn of rank n with

(6.1) Li(X1, . . . , Xn) ∈ K[X1, . . . , Xn] (i = 1, . . . , r)

satisfying

(6.2) L1 = X1, . . . , Ln = Xn.

For each v ∈M(K) we have a set {L(v)
1 , . . . , L

(v)
n } with

(6.3)
{
L

(v)
1 , . . . , L(v)

n

}
⊂ {L1, . . . , Lr}
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and

(6.4) det
(
L

(v)
1 , . . . , L(v)

n

)
= 1.

We have the tuple c = (civ) (v ∈M(K), i = 1, . . . , n) of real numbers with

(6.5)
∑

v∈M(K)

n∑
i=1

civ = 0 ,
∑

v∈M(K)

max{civ, . . . , cnv} ≤ 1.

Finally we have a subset M1 of M0(K) such that

(6.6) M0(K)rM1 is finite

and such that moreover for each v ∈M1

(6.7) L
(v)
1 = X1, . . . , L

(v)
n = Xn ; c1v = . . . = cnv = 0.

If F is a finite extension of K we have put for any w ∈M(F ) lying above v ∈M(K)

(6.8) L
(w)
i = L

(v)
i , ciw = d(w/v) civ (i = 1, . . . , n)

with d(w/v) as in (2.3).

Let x ∈ Qn
and suppose that indeed x ∈ F n. Then in our current situation the height

HQ,c(x) becomes

(6.9) HQ,c(x) =
∏

w∈M(F )

max
1≤i≤n

‖L(w)
i (x)‖w
Qciw

.

We define the parallelepiped ΠF (Q, c) to be the set of points x ∈ F n satisfying

(6.10) ‖L(w)
i (x)‖w ≤ Qciw (w ∈M(F ), i = 1, . . . , n).

We define the algebraic closure Π(Q, c) of ΠK(Q, c) by

(6.11) Π(Q, c) =
⋃
F⊃K

ΠF (Q, c)

where the union is over all finite extensions F of K.

We now fix a place

(6.12) v0 ∈M1.

For λ > 0 and a finite extension F of K we define the dilatation of ΠF (Q, c) by the factor

λ to be the set of points x ∈ F n satisfying the simultaneous inequalities

‖L(w)
i (x)‖w ≤ Qciw (w ∈M(F ), w - v0, i = 1, . . . , n)

‖L(w)
i (x)‖w ≤ Qciw λd(w/v0) (w ∈M(F ), w | v0, i = 1, . . . , n).
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In view of (6.12) and (6.7) these become

‖L(w)
i (x)‖w ≤ Qciw (w ∈M(F ), w - v0, i = 1, . . . , n)(6.13)

‖xi‖w ≤ λd(w/v0) (w ∈M(F ), w | v0, i = 1, . . . , n).(6.14)

We write briefly λ ∗ ΠF (Q, c) for the subset of points x ∈ F n given by (6.13), (6.14).

The algebraic closure of λΠk(Q, c) then is defined by

(6.15) λ ∗ Π(Q, c) =
⋃
F⊃K

λ ∗ ΠF (Q, c),

where again the union is over all finite extensions F of K. We call Π(Q, c) the paral-

lelepiped associated with the height HQ,c(x).

Remark. Our definition of λ ∗ Π(Q, c) might seem somewhat artificial. We have “con-

centrated” the factor of dilatation to the places lying above v0 with v0 ∈ M1 simply for

technical reasons. In view of Lemma 6.3 below it will become clear that the assertion

we will enunciate in the following Proposition 6.1 would be true just the same if in the

definition of λ ∗ Π(Q, c) instead of (6.13), (6.14) we would use the inequalities

‖L(w)
i (x)‖w ≤ Qciw λd(w) (w ∈M∞(F ), i = 1, . . . , n)

‖L(w)
i (x)‖w ≤ Qciw (w ∈M0(F ), i = 1, . . . , n).

This definition would be the natural extension of (1.14), (1.15). We will not discuss this

further. At any rate (6.13), (6.14) will smooth out certain details in our proof later on.

Proposition 6.1 Let K be a number field. Suppose we have a family {L1, . . . , Lr} of

linear forms, for each v ∈ M(K) a set of forms {L(v)
1 , . . . , L

(v)
n } and moreover a tuple

c = (civ) (v ∈M(K), i = 1, . . . , n) such that (6.1) - (6.7) are satisfied.

For Q ≥ 1 define the parallelepiped Π(Q, c) with (6.8), (6.10), (6.11) and for λ > 0 let

λ ∗ Π(Q, c) be defined by (6.12) - (6.14).

Suppose 0 < δ < 1. Then there exist proper linear subspaces T1, . . . , Tt4 of Q
n

where

(6.16) t4 = t4(n, r, δ) ≤ 4(n+6)2

δ−n−4 log(2r) log log(2r)

with the following property:

For each Q with

(6.17) Q > max
{
H1/(rn), n1/δ

}
there exists i with 1 ≤ i ≤ t4 such that

(6.18) Q−δ ∗ Π(Q, c) ⊂ Ti.
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It turns out that Proposition 6.1 essentially is equivalent to Proposition 5.2.

Given Q with (5.20) we write

(6.19) M(Q) =
{
x ∈ Qn ∣∣HQ,c(x) ≤ Q−δ

}
for the set considered in (5.21). Obviously Q−δ ∗Π(Q, c) ⊂M(Q). Therefore Proposition

5.2 implies a result of the type stated in Proposition 6.1 (with slightly different numerical

constants in (6.16), (6.17)).

Since we want to reduce Proposition 5.2 to Proposition 6.1 we need the opposite implica-

tion.

We will prove:

Lemma 6.2 Let ϑ > 0 and λ > 0. Then for any x ∈ Qn
with

(6.20) HQ,c(x) ≤ λ

there exists β ∈ Q∗ such that

(6.21) βx ∈ (1 + ϑ)λ ∗ Π(Q, c).

Suppose for the moment Lemma 6.2 to be shown.

We proceed to deduce Proposition 5.2 from Proposition 6.1.

Suppose 0 < δ < 1. Put δ′ = δ/2. Pick ϑ > 0 such that

(6.22) 1 + ϑ ≤ n.

Now by (5.20) we have Qδ/2 > n. So with ϑ from (6.22) we get for any Q with (5.20)

(6.23) (1 + ϑ)Q−δ ≤ Q−δ
′
.

On the other hand, any Q with (5.20) satisfies (6.17) with δ replaced by δ′. Let T1, . . . , Tt4
be the subspaces we get in Proposition 6.1 with δ replaced by δ′. Then for any Q having

(5.20) we get by Proposition 6.1

(6.24) Q−δ
′ ∗ Π(Q, c) ⊂ Ti

for some i with 1 ≤ i ≤ t4(n, r, δ′).

Now consider for Q with (5.20) the set M(Q) introduced in (6.19). Suppose x ∈ M(Q).

We apply Lemma 6.2 with λ = Q−δ and with ϑ as in (6.22).

Accordingly there exists β ∈ Q∗ such that

βx ∈ (1 + ϑ)Q−δ ∗ Π(Q, c).
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Combination of (6.23) and (6.24) implies βx ∈ Ti, hence x ∈ Ti. We may conclude that

M(Q) ⊂ Ti.

for some i with 1 ≤ i ≤ t4(n, r, δ/2).

However, it is easily seen that the upper bound given in (6.16) for t4(n, r, δ/2) does not

exceed the upper bound we claim for t3(n, r, δ) in (5.19). Proposition 5.2 follows.

We still have to prove Lemma 6.2. We use

Lemma 6.3 Let F be a number field. Suppose that for w ∈M(F ) we are given positive

real numbers Aw satisfying

(6.25) Aw = 1 for all but finitely many w ∈M(F ),

(6.26)
∏

w∈M(F )

Aw > 1.

Then there exist a finite extension E of F and an element β ∈ E∗ with the following

properties:

‖β‖u ≤ Ad(u/w)
w for all u ∈M(E) lying above(6.27)

w ∈M(F ) and for all w ∈M(F ),

(6.28) βk ∈ F for some k ∈ N.

Proof. Let T be the finite subset of M(F ) consisting of all archimedean places and

of all places w ∈ M(F ) with Aw 6= 1. Write GT for the group of T -units in F . So

GT = {g ∈ F ∗ | ‖g‖w = 1 for w ∈ M(F ) r T}. Suppose T has cardinality t. Then by

Dirichlet’s unit theorem, GT is a finitely generated multiplicative group of rank t− 1. In

fact it is well known that the set of vectors (log ‖g‖w)w∈T with g ∈ GT forms a lattice of

rank t− 1 in the subspace of Rt = {(xw)w∈T |xw ∈ R} defined by the equation

(6.29)
∑
w∈T

xw = 0.

In particular this implies that there exists a positive constant c such that for any tuple

(xw)w∈T of real numbers with (6.29) we can find an element g ∈ GT satisfying

(6.30) | log ‖g‖w − xw| ≤ c (w ∈ T ).

Write A =
∏

w∈M(F )

Aw. By (6.26) we can find a positive integer k such that

(6.31) Ak ≥ ect.
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We consider the vector (xw)w∈T with components xw = k logAw − k
t

logA. We infer from

the definition of A and T that (xw) satisfies (6.29). For this vector we choose g ∈ GT

according to (6.30). Let β be a k-th root of g. With this choice of β, (6.28) is true. Write

E = F (β) and let R be the set of places of E lying above the places in T . Let u ∈ R and

suppose w ∈ T is such that u|w. We then get using (6.3) and (6.31)∣∣ log ‖β‖u − d(u/w)
{

logAw −
1

t
logA

}∣∣
=

1

k

∣∣ log ‖g‖u − d(u/w)
{
k logAw −

k

t
logA

}∣∣
=

d(u/w)

k

∣∣ log ‖g‖w − k logAw +
k

t
logA

∣∣
≤ d(u/w)

k
c ≤ d(u/w)

1

t
logA.

This implies (6.27) for u ∈M(E) lying above some w ∈ T , i.e., for u ∈ R.

For u 6∈ R we obtain

‖β‖u = ‖g‖1/k
u = ‖g‖d(u/w)/k

w = 1 = Ad(u/w)
w

(here w is the place in M(F )r T lying below u). So (6.27) is true for u ∈M(E)r R as

well. Lemma 6.3 follows.

We now derive Lemma 6.2 from Lemma 6.3.

Let x ∈ Qn
with HQ,c(x) ≤ λ be given. We may assume x 6= 0. Suppose F is a finite

extension of K such that x ∈ F n. Then by (6.9) we have

(6.32)
∏

w∈M(F )

max
1≤i≤n

‖L(w)
i (x)‖w
Qciw

≤ λ.

Put

(6.33) Bw = max
1≤i≤n

‖L(w)
i (x)‖w
Qciw

(w ∈M(F )).

By (6.4), Bw > 0 for each w ∈M(F ).

We want to apply Lemma 6.2 with

(6.34)

{
Aw = B−1

w for w ∈M(F ), w - v0

Aw = B−1
w {(1 + ϑ)λ}d(w/v0) for w ∈M(F ) with w | v0.

Notice that in view of (6.32), (6.33) ∏
w∈M(F )

Bw ≤ λ.
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Hence ∏
w∈M(F )

Aw =

( ∏
w∈M(F )

B−1
w

)
(1 + ϑ)λ > 1.

So (6.26) is satisfied.

Moreover, by (6.6) - (6.8) for all but finitely many w ∈M(F ), c1w = . . . = cnw = 0. Also

for all but finitely many w ∈ M(F ), max
1≤i≤n

‖L(w)
i (x)‖w = 1. Thus we may conclude that

for all but finitely many w ∈M(F ), Bw = 1 and hence Aw = 1. So (6.25) is satisfied as

well.

By Lemma 6.3 we can find a finite extension E of F and an element β ∈ E∗ with

(6.35) ‖β‖u ≤ Ad(u/w)
w for u ∈M(E) lying above w ∈M(F ) with w - v0.

Combination of (6.33) - (6.35) yields

max
1≤i≤n

‖L(u)
i (βx)‖u
Qcin

= Bd(u/w)
w ‖β‖u ≤ 1

for u ∈ M(E) lying above w ∈ M(F ) with w - v0, whereas for u ∈ M(E) lying above

w ∈M(F ) with w | v0 we may infer, again with (6.33) - (6.35), that

max
1≤i≤n

‖βxi‖u = Bd(u/w)
w ‖β‖u ≤

(
(1 + ϑ)λ

)d(u/v0)
.

But this means βx ∈ (1 + ϑ)λ ∗ Π(Q, c) and Lemma 6.2 follows.

To summarize, so far we have reduced the assertion of Theorem 2.1 to Proposition 6.1.

Proposition 6.1 will be proved in sections 7 - 19.

7 Absolute Geometry of Numbers

Let

A = (Aiv | v ∈M(K), i = 1, . . . , n)

be a tuple of positive real numbers with

(7.1) A1v = . . . Anv = 1 for all but finitely many v ∈M(K).

For a finite extension F of K and for w ∈M(F ) lying above v ∈M(K) we put

(7.2) Aiw = A
d(w/v)
iv

with d(w/v) as in (2.3). For v ∈ M(K) let L
(v)
1 , . . . , L

(v)
n be the linear forms from (6.3),

(6.4), (6.7). For x ∈ Qn
we define the twisted height HA(x) as follows. If F is a finite

extension of K such that x ∈ F n we put

(7.3) HA(x) =
∏

w∈M(F )

max
1≤i≤n

‖L(w)
i (x)‖w
Aiw

.
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Following Roy and Thunder [8] we introduce for the height HA(x) successive minima

λ1, . . . , λn.

For λ > 0 we let VA(λ) be the Q-vector space generated by the elements x ∈ Qn
with

HA(x) ≤ λ. For i = 1, . . . , n we define

λi = inf{λ | dimVA(λ) ≥ i}.

We quote Theorem 6.3 of Roy and Thunder [8].

Proposition 7.1 Suppose A = (Aiv | v ∈ M(K), i = 1, . . . , n) satisfies (7.1). Suppose

moreover that for each pair (i, v) (1 ≤ i ≤ n, v ∈M(K)) there exists αiv ∈ K with

(7.4) Aiv = ‖αiv‖v.

For v ∈M(K) put

(7.5) Av =
n∏
i=1

Aiv.

Then the successive minima λ1, . . . , λn of HA(x) satisfy the inequality

(7.6) n−
n
2

∏
v∈M(K)

∆v

Av
≤ λ1 . . . λn ≤ 2

n(n−1)
2

∏
v∈M(K)

∆v

Av

with ∆v as in (2.9).

Actually, Roy and Thunder consider a slightly different twisted height, with the Euclidean

norm at the infinite places in (7.3) instead of the maximum norm, i.e., they consider

H̃A(x) =
∏

w∈M∞(F )

(
n∑
i=1

|L(w)
i (x)|2w
A

2/d(w)
iw

) d(w)
2 ∏

w∈M0(F )

max
1≤i≤n

‖L(w)
i (x)‖w
Aiw

.

They define minima µ1, . . . , µn with respect to H̃A(x) and prove

(7.7)
∏

v∈M(K)

∆v

Av
≤ µ1 . . . µn ≤ 2

n(n−1)
2

∏
v∈M(K)

∆v

Av
.

Now, it follows easily from
∑
w|∞

d(w) = 1 that

(7.8) HA(x) ≤ H̃A(x) ≤ n1/2 HA(x).

(7.6) is a consequence of (7.7) and (7.8).

For our application it will be convenient to prove that in Proposition 7.1 we may drop

hypothesis (7.4). Indeed we have
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Corollary 7.2 Proposition 7.1 remains true without hypothesis (7.4).

Proof. Let S be the set of places in M(K) such that

(7.9) L
(v)
i = Xi , Aiv = 1 for i = 1, . . . , n and for each v ∈M(K)r S.

By (7.1) and (6.6), (6.7), S is finite.

For each v ∈ S we pick an element βv ∈ K with

(7.10) ‖βv‖v 6= 1.

Suppose ε > 0. Then we can find numbers niv ∈ Z, miv ∈ N (v ∈ S, i = 1, . . . , n) such

that

(7.11) (1 + ε)−1Aiv ≤ ‖βv‖niv/mivv ≤ (1 + ε)Aiv.

Let E be a finite extension of K containing the numbers β
1/miv
v (v ∈ S, i = 1, . . . , n). For

q ∈M(E) we define the linear forms L
(q)
i in analogy with (6.8). Moreover we define the

tuple B = (Biq | q ∈M(E), i = 1, . . . , n) by

(7.12) Biq =


‖βv‖(niv/miv) d(q/v) for q ∈M(E) lying above v ∈ S, i = 1, . . . , n

1 for q ∈M(E) not lying above some

v ∈ S, i = 1, . . . , n.

Given a finite extension F of E, for w ∈ M(F ) lying above q ∈ M(E) we write

Biw = B
d(w/q)
iq (i = 1, . . . , n).

We define the twisted height HB(x) as follows. For x ∈ Qn
let F be a finite extension of

E such that x ∈ F n. We then put

(7.13) HB(x) =
∏

w∈M(F )

max
1≤i≤n

‖L(w)
i (x)‖w
Biw

.

Let λ′1, . . . , λ
′
n be the successive minima of HB(x). Writing Bq =

∏n
i=1 Biq (q ∈ M(E))

we may infer from Proposition 7.1 that

(7.14) n−
n
2

∏
q∈M(E)

∆q

Bq

≤ λ′1 . . . λ
′
n ≤ 2

n(n−1)
2

∏
q∈M(E)

∆q

Bq

,

where ∆q = ‖ det(L
(q)
1 , . . . , L

(q)
n )‖q (q ∈M(E)).

We next compare the heights HA(x) and HB(x).

Again let F be a finite extension of E, such that x ∈ F n. Let w ∈M(F ) be a place lying
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above q ∈M(E), and suppose moreover that q lies above v ∈M(K). Using the relation

d(w/v) = d(w/q) d(q/v) we obtain in view of (7.1), (7.2), (7.11), (7.12)

(7.15)



(1 + ε)−d(w/v)Aiw ≤ Biw ≤ (1 + ε)d(w/v)Aiw for w ∈M(F ) lying

above v ∈ S and

for i = 1, . . . , n

Aiw = Biw for w ∈M(F ) not lying

above some v ∈ S
and for i = 1, . . . , n.

On the other hand HA(x) and HB(x) involve the same linear forms. Thus by (7.15) the

terms making up HA(x) and HB(x) satisfy

‖L(w)
i (x)‖w
Aiw

=
‖L(w)

i (x)‖w
Biw

for i = 1, . . . , n and for w ∈M(F ) not lying above some v ∈ S. Moreover

(1 + ε)−d(w/v)‖L
(w)
i (x)‖w
Aiw

≤ ‖L
(w)
i (x)‖w
Biw

≤ (1 + ε)d(w/v)‖L
(w)
i (x)‖w
Aiw

for i = 1, . . . , n and for w ∈M(F ) lying above v ∈ S. Writing s for the cardinality of S

we may infer that for any x ∈ Qn

(1 + ε)−sHA(x) ≤ HB(x) ≤ (1 + ε)sHA(x)

and therefore

(7.16) (1 + ε)−sλi ≤ λ′i ≤ (1 + ε)sλi (i = 1, . . . , n).

We now compare the quantities∏
q∈M(E)

∆q

Bq

and
∏

v∈M(K)

∆v

Av
.

For v ∈M(K) we obtain ∏
q∈M(E),q|v

∆q = ∆v

and by (7.15)

(1 + ε)−nAv ≤
∏

q∈M(E),q|v

Bq ≤ (1 + ε)nAv for v ∈ S

Av =
∏

q∈M(E),q|v

Bq for v 6∈ S.
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Altogether this implies

(7.17) (1 + ε)−ns
∏

v∈M(K)

∆v

Av
≤

∏
q∈M(E)

∆q

Bv

≤ (1 + ε)ns
∏

v∈M(K)

∆v

Av
.

Combination of (7.14), (7.16), (7.17) yields

(1 + ε)−2nsn−n/2
∏

v∈M(K)

∆v

Av
≤ λ1 . . . λn ≤ (1 + ε)2ns2

n(n−1)
2

∏
v∈M(K)

∆v

Av
.

Since ε > 0 is arbitrary, the Corollary follows.

In (6.10), (6.11) we have defined the parallelepiped Π(Q, c) which corresponds to the

height HQ,c(x). In complete analogy, we define the parallelepiped Π(A) corresponding to

the height HA(x) as follows:

For a number field F containing K we write ΠF (A) for the set of points x ∈ F n satisfying

‖L(w)
i (x)‖w ≤ Aiw (w ∈M(F ), i = 1, . . . , n),

and we put

Π(A) =
⋃
F⊃K

ΠF (A)

where the union is over all finite extensions F of K. Moreover, given λ > 0, we define

λ ∗ Π(A) in analogy with (6.13) - (6.15).

We may introduce successive minima µ1, . . . , µn of Π(A) as follows. For µ > 0 we let

UA(µ) be the Q - vectorspace generated by the elements x ∈ Qn
with x ∈ µ ∗ Π(A). For

i = 1, . . . , n we then put

µi = inf{µ | dimUA(µ) ≥ i }.

The following Lemma indicates that there is no big difference between the space VA(λ)

defined via the height HA(x) and the space UA(λ) corresponding to the parallelepiped

Π(A).

Lemma 7.3 Let ϑ > 0 and λ > 0. Then for any x ∈ Qn
with

(7.18) HA(x) ≤ λ

there exists β ∈ Q∗ such that

(7.19) βx ∈ (1 + ϑ)λ ∗ Π(A).

The proof is analogous to the proof of Lemma 6.2. It suffices to apply Lemma 6.3. We

will not detail it her.

As a consequence of Lemma 7.3 we obtain
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Corollary 7.4 The successive minima µ1, . . . , µn of Π(A) coincide with the successive

minima λ1, . . . , λn of HA(x).

Proof. Our definitions of HA and Π(A) imply that if x ∈ λ ∗ Π(A) then HA(x) ≤ λ.

Consequently, for i = 1, . . . , n we get

λi ≤ µi.

On the other hand, using Lemma 7.3 we see that any ϑ > 0 and for i = 1, . . . , n

µi ≤ (1 + ϑ)λi.

The Corollary follows.

In view of Corollary 7.4 from now on we write λ1, . . . , λn for the successive minima of

HA(x) as well as of Π(A).

Corollary 7.5 Suppose 1 ≤ i < n and that

(7.20) λi < λi+1.

Then there exists a subspace T of Q n of dimension i such that for each λ with

(7.21) λi < λ < λi+1

we have

(7.22) VA(λ) = UA(λ) = T.

Moreover T is defined over K.

Proof. Our definitions of λ ∗ Π(A) and of HA(x) ≤ λ imply at once

UA(λ) ⊆ VA(λ).

On the other hand by Lemma 7.3 we obtain for any ε > 0

VA(λ) ⊆ UA(λ(1 + ε)).

To prove the relation VA(λ) = UA(λ) it therefore suffices to prove that for any pair λ, λ̃

with

(7.23) λi < λ < λ̃ < λi+1

we have

UA(λ) = UA(λ̃).

33



But this is plain from the definition of the successive minima and (7.23). As for the

rationality of VA(λ), by definition, VA(λ) is generated by M = {x ∈ Qn |HA(x) ≤ λ}.
In exactly the same way as in the proof of Lemma 4.1 we may show that for each σ ∈
Gal(Q/K)

HA(σx) = HA(x) for each x ∈ Qn
.

In particular M satisfies the hypothesis of Lemma 4.2 with F replaced by K. By that

Lemma we may conclude that indeed VA(λ) is defined over K.

We finally apply Corollary 7.2 to the parallelepiped Π(Q, c) given by (6.10), (6.11) with

forms L
(v)
i and with parameters civ satisfying (6.1) - (6.8). So in our special situation

the parameters Aiv in Corollary 7.2 become Qciv . Accordingly, the successive minima

λi = λi(Q) will depend upon the parameter Q. Combination of Corollary 7.2 and of

(6.4), (6.5) yields

Corollary 7.6 For each Q ≥ 1 the successive minima of Π(Q, c) satisfy

(7.24) n−
n
2 ≤ λ1(Q) . . . λn(Q) ≤ 2

n(n−1)
2 .

8 A Gap Principle

Our goal in this section is to prove

Lemma 8.1 Let Π(Q, c) be the parallelepiped in Q
n

defined by (6.10), (6.11) with forms

L
(v)
i and tuples c = (civ) (v ∈M(K), i = 1, . . . , n) as in (6.1) - (6.8).

Suppose 0 < δ ≤ 1 and B > 1, and let Q0 be a parameter satisfying

(8.1) Q0 ≥ n1/δ.

Then there are proper linear subspaces T1, . . . , Tt of Q
n

where

(8.2) t ≤ 1 +
5

δ
logB

with the following property:

For each Q with

(8.3) Q0 < Q ≤ QB
0

there exists i with 1 ≤ i ≤ t such that

(8.4) Q−δ ∗ Π(Q, c) ⊂ Ti.

We will derive Lemma 8.1 from the following two auxiliary Lemmata.
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Lemma 8.2 Suppose

(8.5) δ > 0 , Q1 > 1 , Q1 < Q ≤ Q
1+ 2

5
δ

1 .

Let ε > 0.

Then for any x ∈ Q−δ ∗ Π(Q, c) there exists β ∈ Q∗ such that

(8.6) βx ∈ (1 + ε)Q
− 3

5
δ

1 ∗ Π(Q1, c).

Proof. Let x ∈ Q−δ ∗Π(Q, c). Let F be a finite extension of K such that x ∈ F n. Then

by (6.13), (6.14) we have

(8.7)

{
‖L(w)

i (x)‖w ≤ Qciw (w ∈M(F ), w - v0, i = 1, . . . , n)

‖xi‖w ≤ Q−δd(w/v0) (w ∈M(F ), w | v0, i = 1, . . . , n).

For w ∈M(F ) we write

cw = max{c1w, . . . , cnw}.

Notice that by (6.5)

(8.8)
∑

w∈M(F )

cw ≤ 1.

(8.5) yields for w ∈M(F ), i = 1, . . . , n

(8.9) Qciw = Qciw−cwQcw ≤ Qciw−cw
1 Qcw

1

( Q
Q1

)cw
= Qciw

1

( Q
Q1

)cw
,

whence by (8.7)

(8.10)

{
‖L(w)

i (x)‖w ≤ Qciw
1

(
Q
Q1

)cw
(w ∈M(F ), w - v0, i = 1, . . . , n)

‖xi‖w ≤ Q
−δd(w/v0)
1 (w ∈M(F ), w | v0, i = 1, . . . , n).

We want to apply Lemma 6.3 with

(8.11) Aw =


(
Q/Q1

)−cw
(w ∈M(F ), w - v0){

(1 + ε)
(
Q/Q1

)}d(w/v0)
(w ∈M(F ), w | v0).

Let R be the set of places w ∈M(F ) with cw 6= 0. By (6.6), (6.7), R is finite. Thus for

all but finitely many w ∈M(F ) we have Aw = 1. Moreover by (6.7), (6.12) we get

(8.12) cw = 0 for w | v0.

Combination of (8.11), (8.12), (8.8) yields∏
w∈M(F )

Aw =
(
Q/Q1

)−(
∑

w∈M(F )

cw)

· (1 + ε)
Q

Q1

≥ (1 + ε) > 1.
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Thus the hypotheses of Lemma 6.3 are satisfied.

Accordingly there exist a finite extension E of F and β ∈ E∗ with

‖β‖u ≤ Ad(u/w)
w (u ∈M(E), u |w, w ∈M(F )).

Writing for u ∈M(E) cu = max{c1u, . . . , cnu}, this means that

‖β‖u ≤
(
Q
Q1

)−cu
(u ∈M(E), u - v0)

‖β‖u ≤
(
(1 + ε) Q

Q1

)d(u/v0)
(u ∈M(E), u | v0).

Using the analogue of (8.10) with E instead of F we obtain in view of

ciu = d(u/w)ciw , cu = d(u/w)cw (u ∈M(E), u |w, w ∈M(F ))

and by (8.5) the relations

‖L(u)
i (βx)‖u ≤

(
Qciw

1

(
Q
Q1

)cw)d(u/w)( Q
Q1

)−cu
= Qciu

1

(u ∈M(E), u - v0, i = 1, . . . , n),

‖βxi‖u ≤ Q
−δd(w/v0)d(u/w)
1

(
(1 + ε) Q

Q1

)d(u/v0)
=
(

(1 + ε) Q

Q
1+ 2

5 δ

1

Q
− 3

5
δ

1

)d(u/v0)

≤
(

(1 + ε)Q
− 3

5
δ

1

)d(u/v0)

(u ∈M(E), u | v0, i = 1, . . . , n).

But this is the assertion in (8.6).

Lemma 8.3 Suppose

(8.13) δ > 0 , Q1 ≥ n1/δ.

Then there is a proper linear subspace T of Q
n

with the following property:

For every Q with

(8.14) Q1 ≤ Q ≤ Q
1+ 2

5
δ

1

we have

(8.15) Q−δ ∗ Π(Q, c) ⊂ T.

Proof. By (8.13) there exists ε > 0 such that

(8.16) (1 + ε)Q
− 3

5
δ

1 ≤ (1 + ε)n−
3
5 < n−

1
2 .

Let T be the subspace of Q
n

generated by the vectors y ∈ Qn
with

y ∈ (1 + ε)Q
− 3

5
δ

1 ∗ Π(Q1, c).
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By Corollary 7.6 the n-th minimum λn of Π(Q1, c) satisfies

(8.17) λn ≥ n−
1
2 .

By Corollary 7.5, (8.16) and (8.17), T has dimension < n.

On the other hand, in view of Lemma 8.2 for any x ∈ Q−δ ∗ Π(Q, c) with Q as in (8.14)

we can find a nonzero multiple βx such that βx ∈ (1 + ε)Q
− 3

5
δ

1 ∗ Π(Q1, c). Therefore

βx ∈ T , whence x ∈ T . This proves (8.15).

The assertion of Lemma 8.1 now follows easily. The interval (Q0, Q
B
0 ] in (8.3) may be

covered by

≤ 1 +
logB

log
(
1 + 2

5
δ
) ≤ 1 +

5

δ
logB

intervals of type (8.14).

By Lemma 8.3, the collection of sets Q−δ ∗Π(Q, c) where Q runs through a fixed interval

(8.14) may be covered by a single proper subspace T of Q
n
. Therefore, to cover the whole

collection of sets Q−δ ∗ Π(Q, c) with Q as in (8.3),

t ≤ 1 +
5

δ
logB

subspaces will suffice and Lemma 8.1 follows.

9 Davenport’s Lemma

In this section we adjust Davenport’s Lemma (Schmidt [14], Lemma 6.1) to our current

situation. Actually, following Evertse [4] we prove a stronger version which is crucial to

guarantee that the bound (2.16) in Theorem 2.1 is not doubly exponential in n.

Given a number field E, we introduce for u ∈M(E) the quantities

(9.1) s(u) =

{
[Eu : R]/[E : Q] for u ∈M∞(E)

0 for u ∈M0(E).

This notation will be used throughout the remainder of the paper. It has the advantage

that at several instances we do not have to make a distinction between estimates for

archimedean absolute values and for nonarchimedean absolute values.

Lemma 9.1 Let t ≥ 2. Suppose ϑ1, . . . , ϑt−1 ∈ Q. Suppose ε > 0. Let v0 ∈M0(K) be as

in (6.12).

Then there exists a finite extension E of K and a vector γ = (γ1, . . . , γt) ∈ Et with the

following properties:

(9.2) ϑ1, . . . , ϑt−1 ∈ E.
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(9.3) ‖γi‖u ≤ t−s(u) (u ∈M∞(E), 1 ≤ i ≤ t).

(9.4) ‖γi − ϑiγt‖u ≤ 1 , ‖γt‖u ≤
(
(1 + ε)t2t

2)d(u/v0)
(u ∈M(E), u | v0, 1 ≤ i < t).

(9.5) ‖γi‖u ≤ 1 (u ∈M0(E)r {v0}, 1 ≤ i ≤ t).

(9.6) γt 6= 0.

Proof. Let F be a finite extension of K containing ϑ1, . . . , ϑt−1. For w ∈M(F ) we define

linear forms l
(w)
1 , . . . , l

(w)
t in X1, . . . , Xt :

For w ∈M(F ) with w | v0 we put

(9.7) l
(w)
i = Xi − ϑiXt (i = 1, . . . , t− 1) , l

(w)
t = Xt ,

whereas for w ∈M(F ), w - v0 we put

(9.8) l
(w)
i = Xi (i = 1, . . . , t).

Moreover we define the tuple A = (Aiw |w ∈M(F ), 1 ≤ i ≤ t) by

Aiw = t−s(w) (w ∈M∞(F ), 1 ≤ i ≤ t)(9.9)

Aiw = 1 (w ∈M(F ), w - v0, 1 ≤ i ≤ t)(9.10)

(9.11) Aiw = 1 (1 ≤ i ≤ t− 1) , Atw =
(
tt(1 + ε)t2

t(t−1)
2

)d(w/v0)

(w ∈M(F ), w | v0).

Let ΠF (A, l) be the parallelepiped in F t given by the inequalities

‖l(w)
i (x)‖w ≤ Aiw (w ∈M(F ), i = 1, . . . , t)

and write Π(A, l) for its algebraic closure.

For λ > 0 we define λ ∗ ΠF (A, l) by

(9.12)
‖l(w)
i (x)‖w ≤ Aiw (w ∈M(F ), w - v0, i = 1, . . . , t)

‖l(w)
i (x)‖w ≤ Aiwλ

d(w/v0) (w ∈M(F ), w | v0, i = 1, . . . , t).

λ ∗ Π(A, l) will denote the natural extension of (9.12) to Q
t
. By (9.7), (9.8) we get∏

w∈M(F )

‖ det(l
(w)
1 , . . . , l

(w)
t )‖w = 1.
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(9.9) - (9.11) imply that ∏
w∈M(F )

t∏
i=1

Aiw = (1 + ε)t2
t(t−1)

2 .

Let λ1, . . . , λt be the successive minima of Π(A, l). By Proposition 7.1 and Corollaries

7.2 and 7.4 we obtain

λ1 . . . λt ≤ (1 + ε)−t

and therefore in particular

λ1 ≤ (1 + ε)−1.

We may conclude that there are a finite extension E of F and a point γ = (γ1, . . . , γt) 6= 0

in En with

(9.13)
‖l(u)
i (γ)‖u ≤ Aiu (u ∈M(E), u - v0, i = 1, . . . , t)

‖l(u)
i (γ)‖u ≤ Aiu

(
(1 + ε)λ1

)d(u/v0)

≤ Aiu (u ∈M(E), u | v0, i = 1, . . . , t).

Combination of (9.7) - (9.11), (9.13) yields assertions (9.3) - (9.5).

We still have to prove (9.6).

Assume γt = 0. Then by (9.3) - (9.5) we would obtain∏
u∈M(E)

‖γi‖u ≤ t−1 < 1 (1 ≤ i ≤ t− 1),

and therefore γ1 = . . . = γt−1 = 0. Since γ 6= 0, this would be a contradiction, and (9.6)

follows as well.

We now consider our forms L
(v)
i and our tuples c = (civ) (v ∈M(K), i = 1, . . . , n) from

(6.1) - (6.8) and we let Π(Q, c) be the parallelepiped in Q
n

defined in (6.10), (6.11).

Let λ1, . . . , λn be the successive minima of Π(Q, c) and define the integers

1 ≤ r1 < r2 < . . . < rs = n

by

(9.14) λ1 = . . . = λr1 < λr1+1 = . . . = λr2 < . . . < λrs−1+1 = . . . = λn.

Let ε be a positive number, small enough such that

(9.15) λrt(1 + ε)2 < λrt+1 (t = 1, . . . , s− 1).

Moreover let g1, . . . , gn be linearly independent points in Q
n

with

(9.16) gj ∈ (1 + ε)λj ∗ Π(Q, c) (1 ≤ j ≤ n).
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Write gj = (gj1, . . . , gjn) and let F be a finite extension of K with g1, . . . , gn ∈ F n. By

(6.13), (6.14) we may detail (9.16) as

‖L(w)
i (gj)‖w ≤ Qciw (w ∈M(F ), w - v0, 1 ≤ i, j ≤ n)(9.17)

‖L(w)
i (gj)‖w = ‖gji‖w ≤

(
(1 + ε)λj

)d(w/v0)
(9.18)

(w ∈M(F ), w | v0, 1 ≤ i, j ≤ n).

Lemma 9.2 (Davenport’s Lemma).

There exists a finite extension E of K and there exists a permutation π of {1, . . . , n} with

the following properties:

We can find vectors h1 = (h11, . . . , h1n), . . . ,hn = (hn1, . . . , hnn) in En satisfying

(9.19)
for j = 1, . . . , n the set {h1, . . . ,hj} spans the same Q-vector space as

{g1, . . . , gj},

and

(9.20)

‖L(u)
i (hj)‖u ≤ Qciu (u ∈M(E), u - v0, 1 ≤ i, j ≤ n)

‖L(u)
π(i)(hj)‖u = ‖hjπ(i)‖u ≤

(
(1 + ε)n+1 2n

2
min{λi, λj}

)d(u/v0)

(u ∈M(E), u | v0, 1 ≤ i, j ≤ n).

Proof. We first determine the permutation π. For t = 1, . . . , s, let Vrt be the

Q-vector space spanned by g1, . . . , grt . By (9.15), (9.16) and Corollary 7.5, for each t the

space Vrt is defined over K. Consequently it has a basis y1, . . . ,yrt with yj ∈ Kn

(1 ≤ j ≤ rt). In fact we may pick points y1, . . . ,yn such that

(9.21) y1, . . . ,yn are linearly independent

(9.22) y1, . . . ,yn ∈ Kn

(9.23) for t = 1, . . . , s, the points y1, . . . ,yrt are a basis of Vrt .

For i = 1, . . . , n, let Vi be the subspace of Q
n

generated by y1, . . . ,yi. For a point

y = (y1, . . . , yn) ∈ Vi we obtain n − i linearly independent linear relations between its

components. Since Vi has a basis in Kn, these relations may be taken such as to have

coefficients in K.

In particular, on Vn−1 there is a nontrivial relation

(9.24) a1y1 + . . .+ anyn = 0 (y ∈ Vn−1)
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with a1, . . . , an ∈ K.

Let v0 ∈M1 ⊂M0(K) be the distinguished place in (6.12). After reordering the variables,

if necessary, we may suppose that in (9.24) the coefficient an satisfies

‖an‖v0 = max{‖a1‖v0 , . . . , ‖an‖v0}.

Dividing by an, we may rewrite (9.24) as

(9.25) a′1y1 + . . .+ a′n−1yn−1 = yn (y ∈ Vn−1)

with a′1, . . . , a
′
n−1 ∈ K and

(9.26) ‖a′i‖v0 ≤ 1 (i = 1, . . . , n− 1).

Points y ∈ Vn−2, apart from (9.26) will satisfy a second relation, independent of (9.26).

Indeed we may find such a relation of type

(9.27) b1y1 + . . .+ bn−1yn−1 = 0 (y ∈ Vn−1).

Again we may reorder the variables such that in (9.27)

‖bn−1‖v0 = max{‖b1‖v0 , . . . , ‖bn−1‖v0}.

So (9.27) will be equivalent to a relation of the shape

(9.28) b′1y1 + . . .+ b′n−2yn−2 = yn−1 (y ∈ Vn−2)

with b′1, . . . , b
′
n−2 ∈ K and

(9.29) ‖b′i‖v0 ≤ 1 (i = 1, . . . , n− 2).

Now for points y ∈ Vn−2, we may substitute (9.28) into (9.25), such that on Vn−2 relation

(9.25) may be rewritten as

(9.30) a′′1y1 + . . .+ a′′n−2yn−2 = yn

with a′′1, . . . , a
′′
n−2 ∈ K and

(9.31) ‖a′′i ‖v0 ≤ 1 (i = 1, . . . , n− 2).

(To guarantee (9.31) it is crucial that the distinguished place v0 is non-archimedean.)

We may continue in this manner. The final outcome is as follows. After a suitable

permutation of the variables, for each i (i = 1, . . . , n) the points y ∈ Vi will satisfy n− i
linearly independent relations of the following type

(9.32) yk =
i∑

j=1

a
(i)
kj yj for k = i+ 1, . . . , n
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with coefficients a
(i)
kj ∈ K (i+ 1 ≤ k ≤ n, 1 ≤ j ≤ i) having

(9.33) ‖a(i)
kj ‖v0 ≤ 1 (i+ 1 ≤ k ≤ n, 1 ≤ j ≤ 1).

This finishes the construction of the permutation π. For simplicity of notation, from now

on we assume our permutation to be the identity.

Before we start the construction of the points hj, we derive a very simple consequence

from (9.32). Suppose z1 = (z11, . . . , z1n), . . . ,zi = (zi1, . . . , zin) is a basis of Vi, then in

the matrix  z11, . . . , z1n

zi1, . . . , zin


the first i columns are linearly independent. We may conclude that for any point

y = (y1, . . . , yi, yi+1, . . . , yn) ∈ Qn
we can find elements ϑ1, . . . , ϑi such that

(9.34) yj = ϑ1z1j + . . .+ ϑizij for j = 1, . . . , i.

We proceed to construct the vectors h1, . . . ,hn. The construction will be by induction on

t with 1 ≤ t ≤ s as the procedure to find hq with rt−1 + 1 ≤ q ≤ rt will follow the same

pattern.

We start with t = 1 taking h1 = g1, . . . ,hr1 = gr1 . With this choice, by (9.14), (9.17),

(9.18) relations (9.19), (9.20) are satisfied for j = 1, . . . , r1 and for i = 1, . . . , n.

Now suppose that 1 < t ≤ s and that h1, . . . ,hrt−1 have already been constructed

such that (9.19), (9.20) are true for j = 1, . . . , rt−1 and for i = 1, . . . , n. Our vectors

hrt−1+1, . . . ,hrt will be of the shape

(9.35) hq = γqqgq +

rt−1∑
j=1

γqjhj for q = rt−1 + 1, . . . , rt

with coefficients γqq, γqj ∈ Q, γqq 6= 0 yet to be determined.

Suppose for the moment that for q with rt−1+1 ≤ q ≤ rt we have found suitable coefficients

γqq, γq1, . . . , γqrt−1 with γqq 6= 0. Then by the induction hypothesis it follows at once that

assertion (9.19) will be true for j = 1, . . . , rt.

So in the sequel we have only to worry about (9.20). We fix q with rt−1 + 1 ≤ q ≤ rt and

we proceed to construct the point hq. To avoid heavy notation we write instead of (9.35)

(9.36) hq = h = γqgq +

rt−1∑
j=1

γjhj.

Here h = (h1, . . . , hn). At the end of our construction we will return to double indices,

i.e.,

(9.37) h = (h1, . . . , hn) = (hq1, . . . , hqn).
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Relation (9.36) for the i-th component reads as

(9.38) hi = γqgqi +

rt−1∑
j=1

γjhji (i = 1, . . . , n).

We will first treat (9.38). We distinguish the ranges 1 ≤ i ≤ rt−1 and rt−1 + 1 ≤ i ≤ n.

We begin with the range 1 ≤ i ≤ rt−1. By the induction hypothesis h1, . . . ,hrt−1 form a

basis of Vrt−1 . Thus by (9.34) for i = 1, . . . , rt−1 we obtain relations

(9.39) gqi = ϑ1h1i + . . .+ ϑrt−1hrt−1,i

with certain coefficients ϑ1, . . . , ϑrt−1 . Substituting (9.39) into (9.38) we get

(9.40) hi =

rt−1∑
j=1

(γqϑj + γj)hji (i = 1, . . . , rt−1).

We next deal with the range rt−1 + 1 ≤ i ≤ rt. By the induction hypothesis h1, . . . ,hrt−1

lie in Vrt−1 . However, on Vrt−1 we have relations (9.32). So there exist for i = rt−1+1, . . . , n

elements ai1, . . . , ai,rt−1 ∈ K with

(9.41) ‖aik‖v0 ≤ 1 (1 ≤ k ≤ rt−1)

such that

(9.42) hji =

rt−1∑
k=1

aikhjk (1 ≤ j ≤ rt−1).

Substituting (9.42) into (9.38) and interchanging the order of summation we obtain

(9.43) hi = γqgqi +

rt−1∑
k=1

aik

rt−1∑
j=1

γjhjk (rt−1 + 1 ≤ i ≤ n).

Notice that in (9.43) the inner sum by (9.38) equals

(9.44)

rt−1∑
j=1

γjhjk = −γqgqk + hk.

Substituting (9.44) into (9.43) we finally get

(9.45) hi = γqgqi +

rt−1∑
k=1

aik(hk − γqgqk),

and this is for rt−1 + 1 ≤ i ≤ n.

So the components hi of our vector h to be constructed satisfy (9.40) and (9.45).
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We now choose the numbers γq, γ1, . . . , γrt−1 in (9.38).

Let F be a finite extension of K such that h1, . . . ,hrt−1 , gq ∈ F n. Then the elements

ϑ1, . . . , ϑrt−1 in (9.39) will lie in F as well. We now apply Lemma 9.1 with t replaced

by rt−1 + 1. Accordingly, given ϑ1, . . . , ϑrt−1 we can find a finite extension E of F and

elements γ1, . . . , γrt−1 , γq in E such that

(9.46)



‖γj‖u ≤ (rt−1 + 1)−s(u) (u ∈M(E), u - v0, j = 1, . . . , rt−1 and j = q)

‖γj + ϑjγq‖u ≤ 1 (u ∈M(E), u | v0, j = 1, . . . , rt−1)

‖γq‖u ≤
(
(1 + ε)rt−1+12(rt−1+1)2)d(u/v0)

(u ∈M(E), u | v0)

γq 6= 0.

We prove that with this choice of γq, γ1, . . . γrt−1 the vector h = hq in (9.37), (9.38) satisfies

assertion (9.20) for j = q and for j = 1, . . . , n.

We begin with u ∈M(E), u | v0.

For i with 1 ≤ i ≤ rt−1 we use (9.40) and (9.46) to obtain

‖hqi‖u = ‖hi‖u ≤ max
1≤j≤rt−1

{
‖γqϑj + γj‖u‖hji‖u

}
≤ max

1≤j≤rt−1

{
‖hji‖u

}
.

Now by the induction hypothesis

‖hji‖u ≤
(
(1 + ε)n+1 2n

2

min{λi, λj}
)d(u/v0) ≤

(
(1 + ε)n+1 2n

2

λi
)d(u/v0)

for j = 1, . . . , rt−1 and for i = 1, . . . , n.

So indeed, since rt−1 + 1 ≤ q ≤ rt we get

(9.47) ‖hqi‖u ≤
(
(1 + ε)n+1 2n

2

min{λi, λq}
)d(u/v0)

for i = 1, . . . , rt−1.

We next treat for u | v0 the range rt−1 + 1 ≤ i ≤ n. In view of (9.45), we may infer that

for such i

‖hqi‖u = ‖hi‖u ≤ max
{
‖γq‖u‖gqi‖u; ‖aik‖u‖hk − γqgqk‖u (k = 1, . . . , rt−1)

}
.

By (9.18), (9.46) and (9.14) and since rt−1 + 1 ≤ q ≤ rt

‖γq‖u‖gqi‖u ≤
(
(1 + ε)rt−1+2 2(rt−1+1)2

λq
)d(u/v0)

=
(
(1 + ε)rt−1+2 2(rt−1+1)2

λrt−1+1

)d(u/v0)

≤
(
(1 + ε)n+1 2n

2
λrt−1+1

)d(u/v0)
.

Moreover, by (9.41), (9.47) (which is already established), (9.46) and (9.18)

‖aik‖u‖hk − γqgqk‖u = ‖aik‖u‖hqk − γqgqk‖u ≤

≤ max
{
‖hqk‖u, ‖γq‖u‖gqk‖u

}
≤ max

{
(1 + ε)n+1 2n

2
λrt−1 , (1 + ε)rt−1+2 2(rt−1+1)2

λq
}d(u/v0)

≤
(
(1 + ε)n+1 2n

2
λrt−1+1

)d(u/v0)
for 1 ≤ k ≤ rt−1.
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So altogether, for rt−1 + 1 ≤ i ≤ n we obtain

(9.48)
‖hqi‖u ≤

(
(1 + ε)n+1 2n

2
λrt−1+1

)d(u/v0)

=
(
(1 + ε)n+1 2n

2
min{λi, λq}

)d(u/v0)

(the last equation since rt−1 + 1 ≤ q ≤ rt and by (9.14)).

Inequalities (9.47) and (9.48) imply that assertion (9.20) is satisfied for j = q, i = 1, . . . , n

and for u ∈M(E) with u | v0.

We still have to verify (9.20) for u - v0. We use (9.36) to get

‖L(u)
i (hq)‖u ≤ (1 + rt−1)s(u) max

{
‖γq‖u‖L(u)

i (gq)‖u, ‖γj‖u‖L
(u)
i (hj)‖u (1 ≤ j ≤ rt−1)

}
.

By (9.46), (9.17) and the induction hypothesis this is

≤ (1 + rt−1)s(u)(1 + rt−1)−s(u)Qciu = Qciu .

So (9.20) is satisfied for u ∈M(E), u - v0, for j = q and for i = 1, . . . , n.

Since q with rt−1 + 1 ≤ q ≤ rt is arbitrary it follows in fact from our construction

and the induction hypothesis that (9.19) now is satisfied for j = 1, . . . , rt and (9.20) for

j = 1, . . . , rt and for i = 1, . . . , n. The Lemma follows.

10 Multilinear Algebra

For k with 1 ≤ k ≤ n, we write C(n, k) for the set of ordered k-tuples

σ = {1 ≤ i1 < . . . < ik ≤ n}.

Put

(10.1) N =

(
n

k

)
and let τ1, . . . , τN be the enumeration of C(n, k) in the lexicographical ordering. For a

field F and vectors a1, . . . ,ak ∈ F n with ai = (ai1, . . . , ain) we define a1 ∧ . . . ∧ ak =

(A1, . . . , AN) by

(10.2) Ai = det

 a1,i1 . . . a1,ik
...

...

ak,i1 . . . ak,ik

 (i = 1, . . . , N)

where {i1 < . . . < ik} = τi. Given linear forms Li = ai1X1 + . . . + ainXn

(i = 1, . . . , k), write ai = (ai1, . . . , ain) for the coefficient vectors and put L1 ∧ . . . ∧ Lk =

A1X1 + . . .+ ANXN , where (A1, . . . , AN) = a1 ∧ . . . ∧ ak.
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Now let L
(v)
i and c = (civ) (v ∈M(K), i = 1, . . . , n) be as in (6.1) - (6.8). We define for

σ = {i1 < . . . < ik} ∈ C(n, k)

(10.3) L(v)
σ = L

(v)
i1
∧ . . . ∧ L(v)

ik
(v ∈M(K))

and

(10.4) cσv = ci1v + . . .+ cikv (v ∈M(K)).

Notice that by (6.4)

det
(
L(v)
τ1
, . . . , L(v)

τN

)
= det(L

(v)
1 , . . . , L(v)

n )
k
n
N = 1.

For a finite extension E of K and for u ∈ M(E) lying above v ∈ M(K) we define in

analogy with (6.8) for σ ∈ C(n, k)

(10.5) L(u)
σ = L(v)

σ , cσu = d(u/v)cσv.

Let µ1, . . . , µn be positive real numbers. For σ = {i1 < . . . < ik} ∈ C(n, k) we put

(10.6) µσ = µi1 . . . µik .

Given linearly independent points h1, . . . ,hn ∈ Q
n

we write

(10.7) hσ = hi1 ∧ . . . ∧ hik (σ ∈ C(n, k)).

Assume that the points h1, . . . ,hn have components in the finite extension E of K. Given

a permutation π of {1, . . . , n} and σ = {i1 < . . . < ik} ∈ C(n, k) we write πσ for the

element in C(n, k) consisting of π(i1), . . . , π(ik) (reordered according to increasing size).

Now suppose that we have

(10.8)


‖L(u)

i (hj)‖u ≤ Qciu (u ∈M(E), u - v0, 1 ≤ i, j ≤ n)

‖L(u)
π(i)(hj)‖u = ‖hjπ(i)‖u ≤ min{µi, µj}d(u/v0)

(u ∈M(E), u | v0, 1 ≤ i, j ≤ n).

We will also study the situation when (10.8) is replaced by the simpler hypothesis

(10.8a)


‖L(u)

i (hj)‖ ≤ Qciu (u ∈M(E), u - v0, 1 ≤ i, j ≤ n)

‖L(u)
i (hj)‖u = ‖hji‖u ≤ µ

d(u/v0)
j (u ∈M(E), u | v0, 1 ≤ i, j ≤ n).

For σ ∈ C(n, k) we write hσ = (hσ,τ1 , . . . , hσ,τN ).

Lemma 10.1 Let h1, . . . ,hn be linearly independent points in Q
n

as above. Let µ1, . . . , µn
be positive real numbers. Suppose we have (10.8). Then there exist a finite extension F
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of E and an element β ∈ F ∗ with the following property:

The points βhτ1 , . . . , βhτN satisfy the simultaneous inequalities

(10.9)


‖L(w)

τi (βhτj)‖w ≤ Qcτiw (w ∈M(F ), w - v0, 1 ≤ i, j ≤ N)

‖L(w)
πτi (βhτj)‖w = ‖βhτj ,πτi‖w ≤

(
kk min{µτi , µτj}

)d(w/v0)

(w ∈M(F ), w | v0, 1 ≤ i, j ≤ N).

If instead of (10.8) we have (10.8a), then there exist F and β as above such that instead

of (10.9) we have

(10.9a)


‖L(w)

τi (βhτj)‖w ≤ Qcτiw (w ∈M(F ), w - v0, 1 ≤ i, j ≤ N)

‖L(w)
τi (βhτj)‖w = ‖βhτj ,τi‖w ≤

(
kkµτj

)d(w/v0)

(w ∈M(F ), w | v0, 1 ≤ i, j ≤ N).

Proof. We first deal with (10.9). We apply Lemma 6.3 with F replaced by K and with

(10.10) Av =


(k!1/k)−d(v) for v ∈M∞(K)

(1 + ε)k!1/k for v = v0

1 for v ∈M0(K)r {v0},

where ε > 0 is a small parameter to be specified later. (10.10) implies∏
v∈M(K)

Av = 1 + ε > 1.

So the analogue of (6.26) is true. Consequently we can find a finite extension F of K and

an element γ ∈ F ∗ satisfying

(10.11) ‖γ‖w ≤


(k!1/k)−d(w/v)d(v) for w ∈M∞(F ), w | v, v ∈M(K)

(1 + ε)k!1/k for w ∈M(F ), w | v0

1 for w ∈M0(F ), w - v0.

We may assume that F contains the field E. Combination of (10.8) and (10.11) yields

(10.12)



‖L(w)
i (γhj)‖w ≤ (k!1/k)−d(w)Qciw (w ∈M∞(F ), 1 ≤ i, j ≤ n)

‖L(w)
π(i)(γhj)‖w = ‖γhjπ(i)‖w ≤

(
(1 + ε)k!1/k min{µi, µj}

)d(w/v0)

(w ∈M(F ), w | v0, 1 ≤ i, j ≤ n)

‖L(w)
i (γhj)‖w ≤ Qciw (w ∈M0(F ), w - v0, 1 ≤ i, j ≤ n).

Now suppose that σi = {i1 < . . . < ik}, σj = {j1 < . . . < jk}. Writing β = γk, we obtain

using Laplace’s identity

(10.13) L(w)
σi

(βhσj) = det

 L
(w)
i1

(γhj1) . . . L
(w)
i1

(γhjk)
...

...

L
(w)
ik

(γhj1) . . . L
(w)
ik

(γhjk)

 (w ∈M(F )).
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Combining (10.12) and (10.13) we may infer with (10.4) that

(10.14)


‖L(w)

τi (βhτj)‖w ≤ k!s(w)k!−s(w)Qcτiw = Qcτiw

(w ∈M(F ), w - v0, 1 ≤ i, j ≤ n)

‖βhτj ,πτi‖w ≤
(
(1 + ε)kk! min{µτi , µτj}

)d(w/v0)

(w ∈M(F ), w | v0, 1 ≤ i, j ≤ n).

Choosing ε such that (1 + ε)k < k we get with (10.14) assertion (10.9).

To prove (10.9a) we proceed in exactly the same way. Instead of (10.12) we get ana-

logous inequalities with min(µi, µj) replaced by µj and with π(i) replaced by i. Similarly,

instead of (10.14) we obtain inequalities with min{µτi , µτj} replaced by µτj and with πτi
replaced by τi. This completes the proof of Lemma 10.1.

In section 12 we will be interested in the particular instance of the situation studied above

when k = n− 1. Then (10.1) becomes

(10.15) N =

(
n

n− 1

)
= n.

The lexicographical ordering τ1, . . . , τn of C(n, n−1) is given by {1, . . . , n−1}, . . . , {2, . . . , n}.
So (10.3), (10.4) and (10.7) respectively become

L(v)
τn+1−i

= L
(v)
1 ∧ . . . ∧ L

(v)
i−1 ∧ L

(v)
i+1 ∧ . . . ∧ L(v)

n = L̂
(v)
i (i = 1, . . . , n),(10.16)

cτn+1−i,v = c1v + . . .+ ci−1,v + ci+1,v + . . .+ cnv = ĉiv (i = 1, . . . , n),(10.17)

and

(10.18) hτn+1−i = h1 ∧ . . . ∧ hi−1 ∧ hi+1 ∧ . . . ∧ hn = ĥi (i = 1, . . . , n),

say.

Lemma 10.2 Suppose µ1, . . . , µn are positive real numbers. Let E be a finite extension

of K and suppose h1, . . . ,hn are linearly independent points in En with (10.8a). Then

there exist a finite extension F of E and an element β ∈ F ∗ such that the point

(10.19) βĥn = βh1 ∧ . . . ∧ hn−1

satisfies

(10.20)

‖L̂(w)
i (βĥn)‖w ≤ Qĉiw (w ∈M(F ), w - v0, 1 ≤ i, j ≤ n)

‖βĥni‖w ≤
(
(n− 1)n−1 µ1 · · ·µn−1

)d(w/v0)

(w ∈M(F ), w | v0, 1 ≤ i, j ≤ n),

where ĥn = (ĥn1, . . . , ĥnn).
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Proof. The assertion follows at once from (10.9a) with k = n− 1 and j = 1.

Lemma 10.3 Let h1, . . . ,hn be linearly independent points Q
n
. Suppose 1 ≤ k ≤ n. Let

N be given by (10.1) and let σ1, . . . , σN be an enumeration of C(n, k) such that σN =

{n− k + 1, n− k + 2, . . . , n}. Define the points hσ1 , . . . ,hσN as in (10.6). Once the span

of hσ1 , . . . ,hσN−1
in Q

N
is determined, the span of h1, . . . ,hn−k is determined as well.

This is Lemma 6.4 of Schmidt [14].

11 Heights

For vectors x ∈ Qn
we will work with the height H(x) introduced in (3.1) and (3.2). For

a polynomial P the height H(P ) will be the height of its vector of coefficients. The local

heights ‖P‖v are defined in analogy with (3.1).

As in section 10, for 1 ≤ k ≤ n we let C(n, k) be the set of ordered k-tuples τ =

{1 ≤ i1 < . . . < ik ≤ n}. We let τ1, . . . , τN be the enumeration of C(n, k) in the lexico-

graphical ordering. Here N =
(
n
k

)
. For k = n− 1, writing a1 ∧ . . . ∧ an−1 = (A1, . . . , An)

we define the vector (a1∧. . .∧an−1)∗ = (An,−An−1, An−2, . . . , (−1)n−1A1). For a, b ∈ Qn

we let ab = a1b1 + . . . + anbn be the canonical bilinear form. For b,a2, . . . ,an ∈ Kn we

get

(11.1) b(a2 ∧ . . . ∧ an)∗ = det(b,a2, . . . ,an).

In particular this implies for any points a1, . . . ,an−1 ∈ Kn

(11.2) ai(a1 ∧ . . . ∧ an−1)∗ = 0 for i = 1, . . . , n− 1.

Moreover, for a1, . . . ,ak ∈ Kn and for any v ∈M(K) we have

(11.3) ‖a1 ∧ . . . ∧ ak‖v ≤ ‖a1‖v . . . ‖ak‖v.

For k = n this gives

(11.4) ‖ det(a1 ∧ . . . ∧ an)‖v ≤ ‖a1‖v . . . ‖an‖v.

Also by (11.3)

(11.5) H(a1 ∧ . . . ∧ ak) ≤ H(a1) . . . H(ak).

Lemma 11.1 Let a, b ∈ Kn such that

(11.6) ab 6= 0.

Then we have for any subset T of M(K)

(11.7)
∏
v∈T

‖ab‖v ≥
∏
v 6∈T

‖a‖−1
v ‖b‖−1

v .
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Proof. Using (11.6) and the product formula we obtain

1 =
∏

v∈M(K)

‖ab‖v =
∏
v∈T

‖ab‖v
∏
v 6∈T

‖ab‖v.

Combining this with ∏
v 6∈T

‖ab‖v ≤
∏
v 6∈T

‖a‖v
∏
v 6∈T

‖b‖v

we get the assertion.

Lemma 11.2 Let A = (aij) (1 ≤ i, j ≤ n) be a matrix with entries in K and with

(11.8) detA = 1.

Let B be the inverse matrix. Write ai = (ai1, . . . , ain) for the row vectors in A

(i = 1, . . . , n) and bj = (b1j, . . . , bnj) (j = 1, . . . , n) for the column vectors in B. Then

(11.9) bj = ±(a1 ∧ . . . ∧ aj−1 ∧ aj+1 ∧ . . . ∧ an)∗.

This is an immediate consequence of (11.1) and (11.2).

Lemma 11.3 Let {a1, . . . ,as} be a family of points in Kn. Let H be a quantity with

(11.10) H(ai) ≤ H (i = 1, . . . , s).

Suppose that there exists a point h ∈ Qn
, h 6= 0 with

(11.11) ai h = 0 (i = 1, . . . , s).

Then there exists a point h0 ∈ Q
n
, h0 6= 0 satisfying (11.11) and having moreover

(11.12) H(h0) ≤ Hn−1.

Proof. By (11.11) rank{a1, . . . ,as} = t < n. Suppose without loss of generality that in

fact rank{a1, . . . ,at} = t. By adding suitable n− 1− t among the canonical unit vectors

e1, . . . , en, for simplicity say et+1, . . . , en−1, we will have

rank{a1, . . . ,at, et+1, . . . , en−1} = n− 1.

From (11.2) we obtain

ai(a1 ∧ . . . ∧ at ∧ et−1 ∧ . . . ∧ en−1)∗ = 0 for i = 1, . . . , t.

By our choice of a1, . . . ,at for any j (1 ≤ j ≤ s), aj is a linear combination of a1, . . . ,at.

We may conclude that

aj(a1 ∧ . . . ∧ at ∧ et−1 ∧ . . . ∧ en−1)∗ = 0 for j = 1, . . . , s.
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We put h0 = (a1 ∧ . . . ∧ at ∧ et−1 ∧ . . . ∧ en−1)∗.

Then by (11.5) and (11.10) we get

H(h0) ≤ H(a1) . . . H(at) ≤ H t ≤ Hn−1.

The assertion follows.

Now let {L1, . . . , Lr} be our family of linear forms from (6.1), (6.2). Recall from (2.13)

H = H(L1, . . . , Lr) =
∏

v∈M(K)

max
i1,...,in

‖ det(Li1 , . . . , Lin)‖v.

For v ∈M(K) we put

(11.13) Hv = max
i1,...,in

‖ det(Li1 , . . . , Lin)‖v

and

(11.14) s(v) =

{
[Kv : R]/[K : Q] for v ∈M∞(K)

0 for v ∈M0(K).

Notice that ∑
v∈M(K)

s(v) =
∑

v∈M∞(K)

s(v) = 1.

Lemma 11.4 Let T be a subset of M(K). Then we have for i = 1, . . . , r

(11.15)
∏
v∈T

‖Li‖v ≤
∏
v∈T

(ns(v)/2Hv) ≤
(∏
v∈T

ns(v)/2

)
H,

in particular

(11.16) H(Li) ≤ n1/2H.

Proof. Since {X1, . . . , Xn} ⊂ {L1, . . . , Lr} the quantity Hv in (11.13) satisfies Hv ≥ 1.

Moreover, we may conclude that ∏
v∈T

Hv ≤ H.

This proves the second part of (11.15). Write Li(X) = ai1X1+. . .+ainXn. Fix v ∈M(K)

and suppose without loss of generality that ‖ai1‖v = max{‖ai1‖v, . . . , ‖ain‖v}. Then

‖Li‖v ≤ ns(v)/2‖ai1‖v.

On the other hand, we have

Hv ≥ ‖ det(Li, X2, . . . , Xn)‖v = ‖ai1‖v
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and therefore

‖Li‖v ≤ ns(v)/2Hv.

This proves the first part of (11.15).

Since
∑

v∈M(K)

s(v) = 1, (11.16) is a special instance of (11.15).

Lemma 11.5 Let i1, . . . , in−1 be in {1, . . . , r} such that Li1 , . . . , Lin−1 are linearly inde-

pendent. Then we have for any subset T of M(K)

(11.17)
∏
v∈T

‖Li1 ∧ . . . ∧ Lin−1‖v ≤
∏
v∈T

ns(v)/2Hv,

in particular

(11.18) H(Li1 ∧ . . . ∧ Lin−1) ≤ n1/2H.

Proof. Notice that the coefficients of Li1 ∧ . . . ∧ Lin−1 apart from sign and ordering are

det(X1, Li1 , . . . , Lin−1), . . . , det(Xn, Li1 , . . . , Lin−1).

Thus for any v ∈M(K) we get

‖Li1 ∧ . . . ∧ Lin−1‖v ≤ ns(v)/2 max
1≤i≤n

‖ det(Xi, Li1 , . . . , Lin)‖v.

However, by definition and since {X1, . . . , Xn} ⊂ {L1, . . . , Lr} we see that

(11.19) Hv ≥ max
1≤i≤n

‖ det(Xi, Li1 , . . . , Lin)‖v.

The Lemma follows.

Lemma 11.6 Let i1, . . . , in ∈ {1, . . . , r} and suppose that det(Li1 , . . . , Lin) = 1. Let A

be the coefficient matrix of Li1 , . . . , Lin. Then the entries of the inverse matrix B = (bij)

satisfy

(11.20) ‖bij‖v ≤ Hv (v ∈M(K), 1 ≤ i, j ≤ n).

Proof. The assertion follows from combination of Lemma 11.2 and formula (11.19) in

the above proof.

Lemma 11.7 Let i1, . . . , in−1 ∈ {1, . . . , r} and let g ∈ Kn. Suppose that we have

(11.21)
(
Li1 ∧ . . . ∧ Lin−1

)
(g) 6= 0.

Then we get for any subset T of M(K)

(11.22)
∏
v∈T

∥∥(Li1 ∧ . . . ∧ Lin−1

)
(g)
∥∥
v
≥
(∏
v 6∈T

n−s(v)/2H−1
v

)∏
v 6∈T

‖g‖−1
v .
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Proof. Lemma 11.1 says that∏
v∈T

∥∥(Li1 ∧ . . . ∧ Lin−1

)
(g)
∥∥
v
≥
∏
v 6∈T

∥∥Li1 ∧ . . . ∧ Lin−1

∥∥−1

v

∏
v 6∈T

‖g‖−1
v .

On the other hand by Lemma 11.5∏
v 6∈T

∥∥Li1 ∧ . . . ∧ Lin−1

∥∥−1

v
≥
∏
v 6∈T

n−s(v)/2H−1
v .

The Lemma follows.

Lemma 11.8 Suppose that each form Li of our family {L1, . . . , Lr} has some coefficient

equal to 1. Then

(11.23) H(L1, . . . , Lr) ≤ H(L1) . . . H(Lr).

Proof. For v ∈M(K) let i1(v), . . . , in(v) be such that∥∥ det
(
Li1(v), . . . , Lin(v)

)∥∥
v

= max
i1,...,in

∥∥ det
(
Li1 , . . . , Lin

)∥∥
v

= Hv.

Then (11.4) implies

(11.24) Hv ≤
∥∥Li1(v)

∥∥
v
. . .
∥∥Lin(v)

∥∥
v
.

However, our assumption on the forms Li yields

‖Li‖v ≥ 1 for i = 1, . . . , r.

In conjunction with (11.24) we may conclude that

Hv ≤ ‖L1‖v . . . ‖Lr‖v

and therefore

H =
∏

v∈M(K)

Hv ≤
∏

v∈M(K)

(‖L1‖v . . . ‖Lr‖v) = H(L1) . . . H(Lr).

In Lemma 11.3 we have given an upper bound for the height of a solution of a system of

linear equations in terms of the heights of the coefficient vectors. During our proof we

will however also need another much more precise result in that context.

The following Lemma is an immediate consequence of Theorem 9 of Bombieri and Vaaler

[1].
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Lemma 11.9 Let K be a number field of degree d. Write DK for the absolute value of

its dicriminant. Suppose

(11.25) m < n

and let a1, . . . ,am be nonzero points in Kn. Then there exists a nonzero point x ∈
Kn

r {0} with

(11.26) ai x = 0 for i = 1, . . . ,m

and

(11.27) H(x) ≤ n1/2D1/2d
K

(
H(a1) . . . H(am)

)1/(n−m)
.

Remark. Since H(λx) = H(x) for any λ ∈ Q∗, we may clearly suppose that the vector

x in Lemma 11.9 has integral components.

12 The Height of the Penultimate Minimum Sub-

space

We consider the parallelepiped Π(Q, c) defined in (6.10), (6.11) with forms L
(v)
i and tuples

c = (civ) (v ∈M(K), i = 1, . . . , n) as in (6.1) - (6.8).

Again we let λ1 = λ1(Q), . . . , λn = λn(Q) be the successive minima of Π(Q, c) (according

to (6.12) - (6.14)).

Suppose

(12.1) 0 < δ < 1.

We will study the set of Q such that

(12.2) Qδ > n1/2

and

(12.3) λn−1 = λn−1(Q) ≤ Q−δ.

Corollary 7.6 says that λn(Q) ≥ n−1/2. Thus by (12.2), (12.3) there exists ε > 0 with

(12.4) λn−1(1 + ε) < λn.

Let g1 = g1(Q), . . . , gn = gn(Q) be linearly independent points in Q
n

with

(12.5) gi ∈ (1 + ε)λi ∗ Π(Q, c) (1 ≤ i ≤ n).
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Write T = T (Q) for the linear subspace of Q
n

generated by g1, . . . , gn−1. By Corollary

7.5, given Q, the space T is uniquely determined. In particular it does not depend upon

ε, nor upon the choice of g1, . . . , gn−1 with (12.5). However, in general T will clearly

depend on Q.

Given T , there is a vector v 6= 0 in Q
n

such that T consists of the points x ∈ Qn
with

vx = 0.

Up to a factor of proportionality v is uniquely determined. If v = (v1, . . . , vn) we write

V (X) for the linear form v1X1 + . . .+ vnXn.

In this section we will prove an assertion of the following type:

E i t h e r for each Q under consideration which is sufficiently large the height H(V ) will

be above some fixed positive power of Q

o r T does not depend on Q at all, i.e., there is a single subspace T0, such that for all Q

under consideration we have

T (Q) = T0.

For g = (g1, . . . , gn) ∈ Qn
we put

(12.6) g∗ = (gn,−gn−1, . . . , (−1)n−1g1).

Moreover, in analogy with (10.18) we write

(12.7) ĝn = g1 ∧ · · · ∧ gn−1.

Since ĝ∗nx = det(g1, . . . , gn−1,x), the space T consists of the points x ∈ Qn
satisfying

(12.8) ĝ∗nx = 0.

So we may take v = ĝ∗n and consequently

(12.9) H(V ) = H(ĝ∗n) = H(ĝn).

Let L̂
(v)
i , ĉiv (v ∈M(K), i = 1, . . . , n) be defined as in (10.16), (10.17) respectively.

Lemma 12.1 Assume that we have (12.2) and (12.3). Let R be the number of distinct

sets {L(v)
1 , . . . , L

(v)
n } we are considering in (6.1) - (6.7).

Moreover suppose that v 7→ i(v) (v ∈ M(K)) is a map from M(K) into {1, . . . , n} such

that

(12.10) L̂
(v)
i(v)(ĝn) 6= 0 for each v ∈M(K).

Then

(12.11) H(ĝn) > n−1 (1 + ε)−1H−1

(
(λ1 · · ·λn−1)−1

∏
v∈M(K)

Qci(v),v

) 1
Rn−1

.
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Proof. Let E be a finite extension of K such that g1, . . . , gn ∈ En. We apply Lemma

10.2 with µi = (1 + ε)λi and conclude that there exist a finite extension F of E and an

element β ∈ F ∗ with the following property:

For any tuple (i(w)) (w ∈ M(F )) with 1 ≤ i(w) ≤ n the point βgn = βg1 ∧ . . . ∧ gn−1

satisfies

(12.12)
∏

w∈M(F )

‖L̂(w)
i(w)(βgn)‖w ≤ (1 + ε)(n−1) (n− 1)n−1 λ1 . . . λn−1

∏
w∈M(F )

Qĉi(w),w .

Now suppose that (i(w)) (w ∈M(F )) has the property that there exists (i(v)) (v ∈M(K))

such that

(12.13) i(w) = i(v) for w ∈M(F ), w | v, v ∈M(K).

For such a tuple we get ∑
w∈M(F ),w|v

ci(w),w = ci(v),v

and thus in view of (6.5), (10.17) we may infer from (12.12) that

(12.14)
∏

w∈M(F )

‖L̂(w)
i(w)(βĝn)‖w ≤ (1 + ε)(n−1) (n− 1)n−1λ1 . . . λn−1

∏
v∈M(K)

Q−ci(v),v .

We now assume that the tuple (i(v)) (v ∈M(K)) satisfies (12.10) and we choose (i(w))

(w ∈M(F )) as in (12.13). We will derive a lower bound for the left hand side of (12.14).

We partition M(F ) into R subsets Tρ (ρ = 1, . . . , R). For w ∈ Tρ, the system

{L(w)
1 , . . . , L

(w)
n } ⊂ {L1, . . . , Lr} will be always the same, {L(ρ)

1 , . . . , L
(ρ)
n } say. We par-

tition moreover Tρ into n subsets Tρi (i = 1, . . . , n). Tρi consists of those w ∈ Tρ for which

we have i(w) = i.

We apply Lemma 11.7 to obtain∏
w∈Tρi

‖L̂(w)
i (βĝn)‖w ≥

( ∏
w∈Tρi

‖β‖w
) ∏
w 6∈Tρi

(
n−

1
2
s(w)H−1

w ‖ĝn‖−1
w

)
.

Taking the product over i and ρ we get∏
w∈M(F )

‖L̂(w)
i(w)(βĝn)‖w ≥

( ∏
w∈M(F )

‖β‖w
)(

n−
1
2 H−1 H(ĝn)−1

)Rn−1

,

and using the product formula we may conclude that

(12.15)
∏

w∈M(F )

‖L̂(w)
i(w)(βĝn)‖w ≥

(
n−

1
2 H−1 H(ĝn)−1

)Rn−1

.

Combination of (12.14) and (12.15) yields with R > 1 (which we may assume)

H(ĝn)Rn−1 ≥ n−(Rn−1) (1 + ε)−(Rn−1) (λ1 . . . λn−1)−1H−(Rn−1)
∏

v∈M(K)

Qci(v),v .
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Taking (Rn− 1)-st roots we get assertion (12.11).

Let S be the set of tuples (j(v)) (v ∈M(K)) (1 ≤ j(v) ≤ n) such that

(12.16)
∑

v∈M(K)

cj(v),v ≥ 0.

Corollary 12.2 Suppose δ > 0 and

(12.17) λn−1 = λn−1(Q) ≤ Q−δ

(i.e., (12.3)). Suppose moreover that

(12.18) Qδ > (nH)6R.

Assume that there exists a tuple (j(v) (v ∈M(K)) in the set S defined by (12.16) with

(12.19) L̂
(v)
j(v)(ĝn) 6= 0 for each v ∈M(K).

Then

(12.20) H(ĝn) > Qδ/3R.

Proof. Let (j(v)) (v ∈M(K)) be a tuple in S satisfying (12.19). Then Lemma 12.1 in

conjunction with (12.17) implies

(12.21) H(ĝn) > n−1 (1 + ε)−1H−1 Q
n−1
Rn−1

δ.

As we have seen at the beginning of this section, (12.17), (12.18) entail that the space

generated by g1(Q), . . . , gn−1(Q) does not depend upon ε with (12.4). In particular this

implies that H(ĝn) does not depend on ε. Therefore by (12.21)

H(ĝn) ≥ n−1H−1 Q
n−1
Rn−1

δ

> Q
δ

2R n−1H−1.

Assertion (12.20) now follows from hypothesis (12.18).

We now deal with the case when hypothesis (12.19) is not true. In other words, we

consider the situation when for every tuple (j(v)) (v ∈M(K)) in the set S from (12.16)

there exists v ∈M(K) such that

(12.22) L̂
(v)
j(v)(ĝn) = 0.

Notice that ĝn = ĝn(Q). Therefore condition (12.22) depends on Q. However (12.22) im-

plies that there exists a vector h ∈ Q
n
, h 6= 0 such that for each tuple (j(v))

(v ∈M(K)) in the set S there is v ∈M(K) with

(12.23) L̂
(v)
j(v)(h) = 0.

Obviously (12.23) is independent of Q.
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Lemma 12.3 Suppose that there exists h ∈ Qn
, h 6= 0 satisfying (12.23).

Then there exists h0 6= 0 in Q
n

with the following property:

For every Q with

(12.24) λn−1 = λn−1(Q) ≤ Q−δ

and

(12.25) Q−δ > nnHn

we have

(12.26) g1(Q)h∗0 = . . . = gn−1(Q)h∗0 = 0,

where h∗0 is defined in analogy with (12.6).

Proof. Using hypothesis (12.23) we may apply Lemmata 11.3 and 11.4 to conclude that

there exists indeed a point h0 6= 0 in Q
n

satisfying (12.23) and

(12.27) H(h0) ≤ n
1
2

(n−1)Hn−1.

Fix such a point h0 and write

h0 = (h1, . . . , hn).

Let q1, . . . , qn−1 be linearly independent points in Q
n

satisfying

(12.28) h∗0qi = 0 (i = 1, . . . , n− 1).

Then q1 ∧ . . . ∧ qn−1 is a nonzero multiple of h0, and in fact q1, . . . , qn−1 may be chosen

such that

(12.29) q1 ∧ . . . ∧ qn−1 = h0.

To prove (12.26), in view of (12.28) it suffices to prove that

(12.30) det(q1, . . . , qn−1, gi(Q)) = 0 (i = 1, . . . , n− 1).

Let F be a finite extension of K such that q1, . . . , qn−1, g1, . . . , gn−1 ∈ F n. To verify

(12.30) ist suffices to prove

(12.31)
∏

w∈M(F )

‖ det(q1, . . . , qn−1, gi)‖w < 1 for i = 1, . . . , n− 1.

Using (6.4) and Laplace’s identy we get for w ∈M(F )

(12.32)



‖ det(q1, . . . , qn−1, gi)‖w =

∥∥∥∥∥∥∥
L

(w)
1 (q1) . . . L

(w)
1 (qn−1) L

(w)
1 (gi)

...
...

...

L
(w)
n (q1) . . . L

(w)
n (qn−1) L

(w)
n (gi)

∥∥∥∥∥∥∥
w

≤

≤ ns(w) max1≤j≤n ‖L(w)
j (gi) · L̂

(w)
j (q1 ∧ . . . ∧ qn−1)‖w ≤

≤ ns(w) max1≤j≤n ‖L(w)
j (gi)‖w · ‖L̂

(w)
j (h0)‖w.
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For v ∈M(K) we define

(12.33) Iv =
{
i ∈ {1, . . . , n}

∣∣ L̂(v)
i (h0) 6= 0

}
.

Pick k(v) ∈ Iv such that

(12.34) civ ≤ ck(v),v for each i ∈ Iv.

Our definition of the set S in (12.16) together with (12.23), (12.33), (12.34) implies that

(12.35)
∑

M(K)

ck(v),v < 0.

For each place w ∈M(K) with w | v we put Iw = Iv and k(w) = k(v). Then (12.32) and

the definition of Iw entail

(12.36) ‖ det(q1, . . . , qn−1, gi)‖w ≤ ns(w) max
j∈Iw
‖L(w)

j (gi)‖w‖L̂
(w)
j (h0)‖w.

Now by (12.5)

‖L(w)
j (gi)‖w ≤ Qcjw (w ∈M(F ), w - v0, 1 ≤ j ≤ n, 1 ≤ i ≤ n− 1)

‖L(w)
j (gi)‖w ≤ Qcjw

(
(1 + ε)λn−1

)d(w/v0)
(w ∈M(F ), w | v0, 1 ≤ j ≤ n, 1 ≤ i ≤ n− 1).

On the other hand by Lemma 11.5 we have

‖L̂(w)
j (h0)‖w ≤ ns(w)/2Hw ‖h0‖w.

Combining (12.36) with these two estimates and observing also (12.24) we obtain

‖ det(q1, . . . , qn−1, gi)‖w ≤


n3s(w)/2Hw ‖h0‖w max

j∈Iw
Qcjw (w ∈M(F ), w - v0)

n3s(w)/2Hw ‖h0‖w (1 + ε)d(w/v0) max
j∈Iw

Qcjw−δd(w/v0)

(w ∈M(F ), w | v0).

Taking the product over w ∈M(F ) and using (12.27), (12.34), (12.35) we may infer that∏
w∈M(F )

‖ det(q1, . . . , qn−1, gi)‖w ≤ n
1
2

(n+1)Hn (1 + ε)Q
−δ +

∑
w∈M(F )

ck(w),w

< n
1
2

(n+1)Hn (1 + ε)Q−δ.

Finally, taking ε sufficiently small, we get with (12.25)∏
w∈M(F )

‖ det(q1, . . . , qn−1, gi)‖w < nnHnQ−δ < 1

and this is the desired (12.31).

Combining Corollary 12.2 and Lemma 12.3 we may summarize the results proved in this

section as follows:
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Lemma 12.4 Suppose δ > 0. Consider the set of Q with

(12.37) λn−1 = λn−1(Q) ≤ Q−δ

and

(12.38) Qδ > (nH)max{n,6R}.

Then one of the following two alternatives is true:

(i) For all Q under consideration the linear form V = V (Q) has height

H(V ) = H(ĝn) > Qδ/3R.

(ii) There exists a single proper subspace T0 of Q
n

such that for all Q under consideration

we have T (Q) = T0.

Proof. Notice that in view of (12.37) and (12.38) we have (12.24), (12.25) as well as

(12.17), (12.18).

Now, if there exists Q such that ĝn(Q) does not satisfy (12.19), then clearly hypothesis

(12.23) is satisfied and we get with Lemma 12.3 alternative (ii).

Otherwise for all Q hypothesis (12.19) is true and Corollary 12.2 gives alternative (i).

13 The Index

We write R for the ring of polynomials

P = P (X11, . . . , X1n; . . . ;Xm1, . . . , Xmn)

in mn variables and with coefficients in Q. Let

r = (r1, . . . , rm)

be an m-tuple of natural numbers and

I = (i11, . . . , i1n; . . . ; im1, . . . , imn)

an mn-tuple of nonnegative integers. Put

I /r =
m∑
h=1

ih1 + . . .+ ihn
rh

and

PI =
1

i11! . . . imn!

∂i11+...+imn

∂X i11
11 . . . ∂X

imn
mn

P.
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Now suppose P is a polynomial in R and let K be a number field containing its coefficients.

We write H(P ) for the height of the coefficient vector of P , and for v ∈M(K) we denote

the local height by ‖P‖v. If P has degree rh in the block of variables Xh1, . . . , Xhn (h =

1, . . . ,m) then, putting

(13.1) q = r1 + . . .+ rm

we have for any I and for v ∈M(K)

(13.2) ‖PI ‖v ≤ 2q s(v)‖P‖v

and consequently

(13.3) H(PI ) ≤ 2qH(P ).

(For a proof cf. Schmidt [13], p. 172, Lemma 5A).

Let D1, . . . , Dm be nonzero linear forms with coefficients in Q, such that for h = 1, . . . ,m,

Dh is a form in the variables Xh1, . . . , Xhn. Let T be the linear subspace of Q
mn

defined

by the equations

D1 = . . . = Dm = 0.

Following Schmidt [13] (p. 166 ff.) we define the index of a polynomial P ∈ R with respect

to (D1, . . . , Dm; r) as follows:

When P ≡ 0, we set ind (P ) =∞. When P 6≡ 0, the index ind (P ) is the least value of c

such that there exists I with I /r = c and such that P I does not vanish identically on T .

The following fact is proved in [13] (Lemma 4C, p. 171). If our forms Dh are of the shape

Dh = αh1Xh1 + . . .+ αhnXhn

with αh1 6= 0 for h = 1, . . . ,m, then there exists

(13.4) I = (i1, 0, . . . , 0; . . . ; im, 0, . . . , 0)

with I /r = ind (P ) and with

(13.5) PI 6≡ 0 on T.

We now quote Evertse’s version of Roth’s Lemma ([4], Lemma 24). He derived it from

his explicit version [3] of Faltings’ Product Theorem [6].

We write R(r) for the set of polynomials in R which are homogeneous of degree rh in the

block of variables Xh1, . . . , Xhn (h = 1, . . . ,m).

Proposition 13.1 Let m,n be integers ≥ 2. Let 0 < ϑ ≤ 1 and suppose r = (r1, . . . , rm)

satisfies

(13.6) rh/rh+1 ≥
2m2

ϑ
(h = 1, . . . ,m− 1).
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Let P be a nonzero polynomial in R(r). Suppose that for h = 1, . . . ,m we are given linear

forms Vh with coefficients in Q in the variables Xh1, . . . , Xhn. Assume that

(13.7) H(Vh)
rh ≥ {exp(r1 + . . .+ rm)H(P )}(n−1)

(
3m2

ϑ

)m
(h = 1, . . . ,m).

Then the index of P with respect to (V1, . . . , Vm; r) satisfies

(13.8) indP < mϑ.

14 The Approximation Polynomial

The set R(r) defined in the last section consists of polynomials

(14.1) P =
∑

c(j11, . . . , jmn)Xj11

11 . . . Xjmn
m

where the summation is over jik ≥ 0 with

jh1 + . . .+ jhn = rh for h = 1, . . . ,m.

For each h, the number of such jh1, . . . , jhn equals(
rh + n− 1

n− 1

)
.

Hence the number of summands in (14.1) is

(14.2) M =

(
r1 + n− 1

n− 1

)
. . .

(
rm + n− 1

n− 1

)
≤ 2r1+n−1+...+rm+n−1 = 2q+m(n−1),

where we have put

(14.3) q = r1 + . . .+ rm.

Lemma 14.1 Suppose D = α1X1 + . . . + αnXn has coefficients αi in a number field K

and α1 6= 0. Let P be given by (14.1). Construct a polynomial P ∗ in the mn−m variables

X12, . . . , X1n; . . . ;Xm2, . . . , Xmn

by setting

P ∗ = PI (−α2X12 − . . .− αnX1n, α1X12, . . . , α1X1n; . . . ;

−α2Xm2 − . . .− αnXmn, α1Xm2, . . . , α1Xmn),

with I as in (13.4), i.e.,

(14.4) I = (i1, 0, . . . , 0; . . . ; im, 0, . . . , 0).

Then every coefficient γ of P ∗ is a linear form γ = Lγ((c(j11, . . . , jmn))) in the M coeffi-

cients c(j11, . . . , jmn) of P . The coefficients of Lγ lie in K and each Lγ 6= 0 has

(14.5) H(Lγ) < 2mn
(
3n1/2 H(D)

)q
.
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This is Lemma 9.1 of Schmidt [14].

Now, given a linear form D = α1X1 + . . . + αnXn, we make m forms out of it by setting

D[h] = α1Xh1 + . . . + αnXhn (h = 1, . . . ,m). The index with respect to (D, r) is defined

as the index with respect to (D[1], . . . , D[m]; r).

Lemma 14.2 (Index Theorem) Suppose that D1, . . . , Ds are nonzero linear forms with

coefficients in a number field K of degree d. Let DK be the absolute value of the discrimi-

nant of K. Let H be a quantitiy such that

(14.6) H(Dt) ≤ H for t = 1, . . . , s.

Let ϑ > 0 and suppose that

(14.7) m > 4ϑ−2 log(2s).

Then given r = (r1, . . . , rm), there exists a nonzero polynomial P ∈ R(r) with integral

algebraic coefficients in K satisfying

(i) indP ≥
(

1
n
− ϑ
)
m

with respect to (Dt, r) for t = 1, . . . , s;

(ii) H(P ) < D
1
2d
K 2

3
2
mn
(
6n

1
2H
)q

.

This is essentially the Index Theorem as in Schmidt [14], section 9. Since we give here a

version where P has coefficients in K and not necessarily in Q, we detail nevertheless the

necessary changes as compared with [14].

Proof. We write P as in (14.1). The number M of available coefficients is given by

(14.2). To deal with condition (i) for a particular form Dt = D = α1X1 + . . . + αnXn,

say, we proceed as follows.

Without loss of generality, we suppose α1 6= 0. Then in view of (13.4), (13.5) the index

condition will be satisfied for D if for every I of type (14.4) (i.e., (13.4)) with

(I /r) <
( 1

n
− ϑ
)
m

PI vanishes on the subspace T defined by the equations D[1] = . . . = D[m] = 0. This

means that for each such I the corresponding polynomial P ∗ as defined in Lemma 1.1

vanishes identically.

P ∗ is homogeneous in Xh2, . . . , Xhn of degree rh − ih (h = 1, . . . ,m). Thus P ∗ has

(14.8)

(
r1 − i1 + n− 2

n− 2

)
. . .

(
rm − im + n− 2

n− 2

)
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potential coefficients γ. In order to assure that P ∗ ≡ 0, each of the coefficients γ has to

be set equal to zero.

However, by Lemma 14.1 each γ is a linear form Lγ in the coefficients c(j11, . . . , jmn) of P .

So for a single form D and a single I , we get (14.8) linear equations in the c(j11, . . . , jmN).

Summing over t from 1 to s (for the forms D1, . . . , Ds) and over I we infer from (14.8)

that altogether the c(j11, . . . , jmN) have to satisfy

U = s
∑(

r1 − i1 + n− 2

n− 2

)
. . .

(
rm − im + n− 2

n− 2

)
linear equations, where the sum is over nonnegative integers i1, . . . , im with

i1
r1

+ . . .+
im
rm

<
( 1

n
− ϑ
)
m.

By [13] (Lemma 4C, formula (4.3), p. 124) we obtain the estimate

U < s

(
r1 + n− 1

n− 1

)
. . .

(
rm + n− 1

n− 1

)
e−ϑ

2m/4 = sM e−ϑ
2m/4.

So, using hypothesis (14.7) we see that

U <
1

2
M.

Write aγ for the coefficient vector of the linear form Lγ and c for the vector with compo-

nents c(j11, . . . , jmn). Then aγ ∈ KM and c should be a nonzero solution of the system

of equations

(14.9) aγx = 0 for all γ.

We apply Lemma 11.9 and conclude that the system (14.9) has a nonzero solution c ∈ KM

with

H(c) ≤M1/2D
1
2d
K

(
max
γ

H(aγ)
) U
M−U

.

Indeed we may suppose that c has integral components. Hence we obtain a nonzero

polynomial P with integral coefficients in K satisfying

H(P ) ≤ M1/2D
1
2d
K

(
max
γ

H(aγ)
) U
M−U

= M1/2D
1
2d
K

(
max
γ

H(Lγ)
) U
M−U

≤ M1/2D
1
2d
K max

γ
H(Lγ).

Combining this with (14.2), (14.5) we get in fact

H(P ) ≤ D
1
2d
K 2

3
2
mn
(

6n1/2 max
1≤t≤s

H(Dt)
)q
.
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By (14.6) this gives the assertion in (ii).

We will now adjust the general setting of our construction to the special situation we

encounter when dealing with the linear forms in (6.1) - (6.8).

From now on we suppose that the polynomial in the Index Theorem has been constructed

with respect to the forms {L1, . . . , Lr} we start with. Then the parameter s in the Index

Theorem becomes

(14.10) s = r.

We assume moreover that the number of distinct systems {L(v)
1 , . . . , L

(v)
n } ⊂ {L1, . . . , Lr}

under consideration in (6.3) equals R. Then we get a partition M(K) = M1 ∪ . . . ∪MR

such that for v ∈ Mρ the system {L(v)
1 , . . . , L

(v)
n } is always the same, {L(ρ)

1 , . . . , L
(ρ)
n }

(ρ = 1, . . . , R), say.

Given an mn-tuple I and given v ∈M(K) we may write PI uniquely as

(14.11) PI =
∑

j11,...,jmn

dIv (j11, . . . , jmn)L
(v)j11

1[1] . . . L
(v)j1n
n[1] . . . L

(v)jm1

m[1] . . . L
(v)jmn
n[m] ,

where the sum is restricted to jh1 + . . .+ jhn ≤ rh (h = 1, . . . ,m).

Lemma 14.3 (Polynomial Theorem) Let P be the polynomial of the Index Theorem,

constructed with respect to L1, . . . , Lr. Suppose we have (6.1) - (6.8). Let H be the

quantitiy defined in (2.13).

Then with the representation of PI in (14.11) we obtain

(i) For each v ∈M(K), when I /r ≤ 2ϑm then dIv (j11, . . . , jmn) = 0 unless∣∣∣( m∑
h=1

jhk
rh

)
− m

n

∣∣∣ ≤ 3mnϑ for k = 1, . . . , n

(ii) ∏
v∈M(K)

max
j11,...,jmn

‖dIv (j11, . . . , jmn)‖v ≤ D
1
2d
K (25n+5H2)q.

Proof. (i) is exactly as in Schmidt [13] (p. 182 f.). As for (ii) we use the partition

M(K) = M1 ∪ . . . ∪MR. We fix ρ (1 ≤ ρ ≤ R) and we study v ∈ Mρ. Recall that

{L(v)
1 , . . . , L

(v)
n } = {L(ρ)

1 , . . . , L
(ρ)
n }. For j = 1, . . . ,m and i = 1, . . . , n we write

(14.12) Xji = γ
(ρ)
i1 L

(ρ)
1[j] + . . .+ γ

(ρ)
in L

(ρ)
n[j].

Substituting in (14.11), we get for a typical monomial in PI

Xj11
mn . . . X

jmn
mn =

( n∑
k=1

γ
(ρ)
1k L

(ρ)
k[1]

)j11

. . .

( n∑
k=1

γ
(ρ)
nk L

(ρ)
k[m]

)jmn
.
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This is a polynomial in L
(ρ)
1[1], . . . , L

(ρ)
n[m]. For v ∈Mρ its coefficients have modulus

(14.13) ≤
(
ns(v) max

1≤i,k≤n
‖γik‖v

)j11+...+jmn
.

On the other hand, by (13.2)

(14.14) ‖PI ‖v ≤ 2q s(v) ‖P‖v.

Notice that PI is homogeneous in each block of variables. Therefore the sum j11+. . .+jmn
in the exponent in (14.13) does not depend upon the particular monomial under consi-

deration. Consequently (14.13) is true for any monomial. More precisely we may write

(14.15) j11 + . . .+ jmn = l , with l ≤ q,

say, (where q is given in (14.3)). The number of monomials in PI is ≤ M < 2q+mn by

(14.2).

Combining (14.13), (14.14), (14.15) we may infer that for each v ∈Mρ

max
j11,...,jmn

‖dIv (j11, . . . , jmn)‖v ≤ (22q+mn nq)s(v) ‖P‖v
(

max
1≤i,k≤n

‖γ(ρ)
ik ‖v

)l
,

and so we get ∏
v∈Mρ

max
j11,...,jmn

‖dIv (j11, . . . , jmn)‖v ≤(14.16)

≤
∏
v∈Mρ

(
(22q+mn nq)s(v) ‖P‖v

(
max

1≤i,k≤n
‖γ(ρ)

ik ‖v
)l)

.

Lemma 11.6 says that the γ
(ρ)
ik given by (14.12) satisfy the estimate∏
v∈Mρ

max
1≤i,k≤n

‖γ(ρ)
ik ‖v ≤

∏
v∈Mρ

Hv.

Thus (14.16) yields

(14.17)
∏
v∈Mρ

max
j11,...,jmn

‖dIv (j11, . . . , jmn)‖v ≤
∏
v∈Mρ

(22q+mn nq)s(v) ‖P‖vHq
v.

Taking the product over ρ we obtain

(14.18)
∏

v∈M(K)

max
j11,...,jmn

‖dIv (j11, . . . , jmn)‖v ≤ 22q+mn nqHqH(P ).

Introducing the bound for H(P ) from Lemma 14.2 and observing, that we use that Lemma

with L1, . . . , Lr in place of D1, . . . , Ds, we get with Lemma 11.4

H(P ) ≤ D
1
2d
K 2

3
2
mn
(

6n1/2 max
1≤i≤r

H(Li)
)q

≤ D
1
2d
K 2

3
2
mn (6nH)q.
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Together with (14.18) we may infer that∏
v∈M(K)

max
j11,...,jmn

‖dIv (j11, . . . , jmn)‖v ≤ D
1
2d
K

(
25n+5H2

)q
and this is the assertion in (ii).

15 The Index with Respect to V (Q1), . . . , V (Qm)

Again we consider our forms L(v), . . . , L
(v)
n (v ∈ M(K)) and tuples c = (civ)

(v ∈ M(K), i = 1, . . . , n) from (6.1) - (6.8). Π(Q, c) is the parallelepiped defined in

(6.10), (6.11) and λ ∗ Π(Q, c) is as in (6.13) - (6.15).

Let λ1(Q), . . . , λn(Q) be the successive minima of Π(Q, c) and g1 = g1(Q), . . . , gn−1 =

gn−1(Q) are linearly independent points in Q
n

with

(15.1) gi(Q) ∈ (1 + ε)λi ∗ Π(Q, c),

i.e., with (12.5). ε is a small positive number. We construct the point ĝn =

= g1 ∧ . . . ∧ gn−1 = ĝn(Q) and we write v(Q) = ĝ∗n(Q) in analogy with (12.6). v(Q)

is orthogonal to g1, . . . , gn−1 and, as we have seen in the discussion at the beginning of

section 12, v(Q) is unique up to a factor in Q
∗
, provided that we have

(15.2) Qδ > n1/2 , λn−1 ≤ Q−δ

and provided that ε is chosen such that

(15.3) λn−1(1 + ε) < λn.

We let V = V (Q) be the linear form with coefficient vector v(Q). If V (Q) =

v1X1 + . . .+ vnXn we write for h = 1, . . . ,m V[h](Q) = v1Xh1 + . . .+ vnXhn.

We suppose that ϑ > 0 and m > 4ϑ−2 log(2r) such that (14.7) with s = r is satisfied.

We suppose moreover that P is the polynomial of the Index and Polynomial Theorems in

section 14.

Lemma 15.1 Suppose that 0 < δ < 1 and that

(15.4) 0 < ϑ ≤ δ

20n2
.

Let Q1, . . . , Qm satisfy

(15.5) r1 logQ1 ≤ rh logQh ≤ (1 + ϑ)r1 logQ1 (h = 1, . . . ,m),
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(15.6) λn−1(Qh) ≤ Q−δh (h = 1, . . . ,m)

and

(15.7) Qδ
h > 225nH5D5/4dq

K ϑ−5/2 (h = 1, . . . ,m).

Then P has index ≥ mϑ with respect to (V[1](Q1), . . . , V[m](Qm); r).

It will be convenient to prove first the following auxiliary result:

For v ∈M(K) put

(15.8) cv = max{c1v, . . . , cnv}

and define the tuple b = (biv) (v ∈M(K), i = 1, . . . , n) by

(15.9) biv =


civ − cv for v ∈M(K), v 6= v0, i = 1, . . . , n∑
v∈M(K)

cv for v = v0, i = 1, . . . , n.

Then by (6.5), (6.7), (6.12) and (15.8) we get

(15.10)
∑

v∈M(K)

n∑
i=1

biv = 0

(15.11) max{b1v, . . . , bnv} = 0 (v ∈M(K), v 6= v0)

(15.12) 0 ≤ b1v0 = . . . = bnv0 ≤ 1.

For a finite extension F of K we define for w ∈ M(F ) lying above v ∈ M(K) and for

i = 1, . . . , n

biw = d(w/v)biv.

Lemma 15.2 Let Q1, . . . , Qm be as in Lemma 15.1. Let g1(Q), . . . , gn−1(Q1), . . . ,

g1(Qm), . . . , gn−1(Qm) be points satisfying the analogue of (15.1). Then there exist a

finite extension F of K and elements βh ∈ F ∗ (h = 1, . . . ,m) with the following property:

The points g′j(Qh) = βhgj(Qh) (1 ≤ j ≤ n − 1, 1 ≤ h ≤ m) all lie in F n and satisfy the

inequalities

(15.13)

‖L(w)
i (g′j(Qh))‖w ≤ Qbiw

h

(w ∈M(F ), w - v0; i = 1, . . . , n; j = 1, . . . , n− 1; h = 1, . . . ,m)

‖L(w)
i (g′j(Qh))‖w ≤ Qbiw

h

(
(1 + ε)2λj

)d(w/v0)

(w ∈M(F ), w | v0; i = 1, . . . , n; j = 1, . . . , n− 1; h = 1, . . . ,m).
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Proof. We apply Lemma 6.3 with F replaced by K. Fix h with 1 ≤ h ≤ m and put for

v ∈M(K)

Av =


Q−cvh for v 6= v0

(1 + ε)Q

∑
v∈M(K)

cv

h for v = v0.

Since cv0 = 0 by (6.7), we obtain ∏
v∈M(K)

Av = 1 + ε > 1.

So by Lemma 6.3 we can find a finite extension Fh of K and an element βh ∈ F ∗h satisfying

‖βh‖w ≤ Ad(w/v)
v for each w ∈ Fh, w | v, v ∈M(K).

We may perform this construction for h = 1, . . . ,m. Choosing the field F so large that

Fh ⊂ F (h = 1, . . . ,m) and such that moreover gi(Qh) ∈ F n for i = 1, . . . , n − 1 and

h = 1, . . . ,m, the assertion follows easily in view of (15.1) and (6.13) - (6.15).

We now turn to the proof of Lemma 15.1. Let T be the subspace of Q
mn

defined by

V[1](Q1) = . . . = V[m](Qm) = 0.

It suffices to show that PI = 0 on T whenever I /r < ϑm.

The points g′1(Qh), . . . , g
′
n−1(Qh) constructed in Lemma 15.2 obviously are a basis of the

subspace of Q
n

defined by V (Qh) = 0 (h = 1, . . . ,m). For h = 1, . . . ,m let Γh be the grid

consisting of points

(15.14) u = u1g
′
1(Qh) + . . .+ un−1g

′
n−1(Qh)

where u1, . . . , un−1 run through the integers in 1 ≤ ui ≤ [ϑ−1] + 1. It is shown in Schmidt

[13] (p. 189) that it suffices to prove that

(15.15) PI (u1, . . . ,um) = 0

when I /r < 2ϑm and uh ∈ Γh (h = 1, . . . ,m). Let F be the field obtained in Lemma

15.2. To verify (15.15), by the product formula it will suffice to show that

(15.16)
∏

w∈M(F )

‖PI (u1, . . . ,um)‖w < 1

whenever I /r < 2ϑm and uh ∈ Γh (h = 1, . . . ,m). In analogy with (14.11), for w ∈
M(F ) we write PI (u1, . . . ,um) uniquely as

(15.17) PI (u1, . . . ,um) =
∑

j11,...,jmn

dIw (j11, . . . , jmn)L
(w)
1 (u1)j11 . . . L(w)

n (um)jmn .
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To verify (15.16), we first study the terms L
(w)
1 (u1)j11 . . . L

(w)
n (um)jmn in (15.17). It clearly

suffices to deal with exponents (j11, . . . , jmn) such that dIw (j11, . . . , jmn) 6= 0. Combining

(15.14) and (15.13) we obtain

‖L(w)
k (uh)‖w ≤ ns(w)(ϑ−1 + 1)s(w)Qbkw

h ≤
(

2n
ϑ

)s(w)
Qbkw
h

(w ∈M(F ), w - v0, 1 ≤ k ≤ n, 1 ≤ h ≤ m)

‖L(w)
k (uh)‖w ≤

(
2n
ϑ

)s(w)
Qbkw
h

(
(1 + ε)2Q−δh

)d(w/v0)

(w ∈M(F ), w | v0, 1 ≤ k ≤ n, 1 ≤ h ≤ m).

Therefore

(15.18)


‖L(w)

k (u1)j1k . . . L
(w)
k (um)jmk‖w ≤

(
2n
ϑ

)s(w)(j1k+...+jmk)
(Qj1k

1 . . . Qjmk
m )bkw

(w - v0, 1 ≤ k ≤ n)

‖L(w)
k (u1)j1k . . . L

(w)
k (um)jmk‖w ≤

((
2n
ϑ

)s(w)
(1 + ε)2d(w/v0)

)(j1k+...+jmk)

(Qj1k
1 . . . Qjmk

m )bkw−δd(w/v0) (w | v0, 1 ≤ k ≤ n).

Combination of (15.5) with assertion (i) of the Polynomial Theorem yields

dIw (j11, . . . , jmn) = 0

unless

(15.19)
m∑
h=1

jhk logQh ≥ r1 logQ1

m∑
h=1

jhk
rh
≥ r1 logQ1

( 1

n
− 3nϑ

)
m

and

(15.20)
m∑
h=1

jhk logQh ≤ (1 + ϑ)r1 logQ1

m∑
h=1

jhk
rh
≤ r1 logQ1(1 + ϑ)

( 1

n
+ 3nϑ

)
m.

Using (15.18) - (15.20), (15.11), (15.12) and the fact that our tuples (j11, . . . , jmn) satisfy

j11 + . . .+ jmn ≤ q, we may infer that

(15.21)



∏
w∈M(F )
w-v0

max
j11,...,jmn

∗ (‖L(w)
1 (u1)j11 . . . L

(w)
n (um)jmn‖w) ≤

≤
∏

w∈M(F )
w-v0

((
2n
ϑ

)s(w)q
Q
r1(m

n
−3mnϑ)(b1w+...+bnw)

1

)

where the ∗ means that the maximum is taken over all tuples (j11, . . . , jmn) such that

dIw (j11, . . . , jmn) 6= 0. For w | v0 we use moreover the estimate

(1 + ϑ)
( 1

n
+ 3nϑ

)
<

1

n
+

7

2
nϑ
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(which follows from (15.4)) to conclude that

(15.22)



∏
w∈M(F )
w|v0

max
j11,...,jmn

∗ (‖L(w)
1 (u1)j11 . . . L

(w)
n (um)jmn‖w) ≤

≤
∏

w∈M(F )
w|v0

(((
2n
ϑ

)s(w)
(1 + ε)2d(w/v0)

)q
×

×Qr1(m
n

+ 7
2
mnϑ)(b1w+...+bnw)−nδr1(m

n
−3mnϑ)d(w/v0)

1

)
.

Now by (15.10) - (15.12)

0 ≤ −
∑

w∈M(F )
w-v0

(b1w + . . .+ bnw) =
∑

w∈M(F )
w|v0

(b1w + . . .+ bnw) ≤ n.

Therefore (15.21) and (15.22) in conjunction with (15.4) entail

(15.23)



∏
w∈M(F )

max
j11,...,jmn

∗ (‖L(w)
1 (u1)j11 . . . L

(w)
n (um)jmn‖w) ≤

≤
((

2n
ϑ

)
(1 + ε)2

)q
Q
−mr1δ+3mn2r1ϑ+ 7

2
mn2r1ϑ+3mn2ϑr1δ)

1

≤
((

2n
ϑ

)
(1 + ε)2

)q
Q
− 1

2
mr1δ)

1 .

We return to the sum in (15.17). By (14.2) it has ≤ 2qn summands. Thus

‖PI (u1, . . . ,um)‖w ≤

≤ 2qn s(w) max
j11,...,jmn

‖dIw (j11, . . . , jmn)‖w · max
j11,...,jmn

∗ (‖L(w)
1 (u1)j11 . . . L

(w)
n (um)jmn‖w

)
.

So we get

(15.24)

∏
w∈M(F )

‖PI (u1, . . . ,um)‖w ≤

≤ 2qn
∏

w∈M(F )

max
j11,...,jmn

‖dIw (j11, . . . , jmn)‖w×

×
∏

w∈M(F )

max
j11,...,jmn

∗ (‖L(w)
1 (u1)j11 . . . L

(w)
n (um)jmn‖w

)
.

By (ii) of the Polynomial Theorem (Lemma 14.3)

(15.25)

∏
w∈M(F )

max
j11,...,jmn

(
‖dIw (j11, . . . , jmn)‖w

)
=

=
∏

v∈M(K)

max
j11,...,jmn

(
‖dIv (j11, . . . , jmn)‖v

)
≤ D

1
2d
K (25n+5H2)q.

Combination of (15.23), (15.24), (15.25) yields

(15.26)
∏

w∈M(F )

‖PI (u1, . . . ,um)‖w ≤ 2qnD
1
2d
K (25n+5H2)q

((2n

ϑ

)
(1 + ε)2

)q
Q
− 1

2
mr1δ

1 .

71



We now use (15.5) and assume 1 + ε <
√

2 to conclude that∏
w∈M(F )

‖PI (u1, . . . ,um)‖w ≤ 210qnD
1
2d
K H2q ϑ−qQ

− 1
2
mr1δ

1

≤
m∏
h=1

(
210nD

1
2dq

K H2 ϑ−1 Q
− 1

2
δ(1+ϑ)−1

h

)rh
.

By (15.4) and (15.7) this is

<
m∏
h=1

(
210nD

1
2dq

K H2 ϑ−1 Q
− 2

5
δ

h

)rh
< 1.

So (15.16) is established and the Lemma follows.

16 The Penultimate Minimum

Again we consider for Q > 1 the parallelepipeds Π(Q, c) defined with our forms (L
(v)
i )

(v ∈M(K), i = 1, . . . , n) and tuples (civ) as in (6.1) - (6.8). We write λ1(Q), . . . , λn(Q)

for the successive minima of Π(Q, c).

Suppose 0 < ε < 1 and let g1(Q), . . . , gn−1(Q) be linearly independent points in Q
n

with

(16.1) gi(Q) ∈ (1 + ε)λn−1(Q) ∗ Π(Q, c) (i = 1, . . . , n− 1).

Write T (Q) for the subspace of Q
n

generated by g1(Q), . . . , gn−1(Q).

Lemma 16.1 Let 0 < δ < 1. Suppose that

(16.2) m > 1600n4 δ−2 log 2r.

Put

(16.3) E = 41m2 n2 δ−1.

Suppose that

(16.4) λn−1 = λn−1(Q) > Q−δ

and

(16.5) Qδ > (2H)3Rm3m

.

Assume that there does not exist a single proper subspace T0 of Q
n

such that for all Q

with (16.4), (16.5) we have T (Q) = T0.

Then the numbers Q satisfying (16.4) and (16.5) are contained in the union of

m− 1

intervals of type

(16.6) Qh < Q ≤ QE
h (h = 1, . . . ,m− 1).
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Proof. We proceed along the same lines as Schmidt [14] (p. 159 ff.).

Suppose the Lemma were false.

Let Q1 be the infimum of values Q with (16.4) and (16.5). So Q with (16.4), (16.5)

will satisfy Q > Q1. Now if all the values Q with (16.4), (16.5) were in the interval

Q1 < Q ≤ QE
1 the Lemma was true. Therefore there are Q > QE

1 with (16.4). Let Q2 be

their infimum. And so forth.

In this way we will find numbers Q1, . . . , Qm with

(16.7) λn−1(Qh) ≤ Q−δh (h = 1, . . . ,m)

and with

(16.8) Qh+1 ≥ QE
h (h = 1, . . . .m− 1).

Our goal is to apply on the one hand Lemma 15.1 and on the other hand Proposition

13.1. We will prove that under our hypotheses the two assertions contradict each other.

We first check the hypotheses of Lemma 15.1. We put

(16.9) ϑ =
δ

20n2
.

Then (15.4) is satisfied. Choose r1 so large that

(16.10) r1 > ϑ−1 logQm/ logQ1.

Given r1, we put for h = 2, . . . ,m

(16.11) rh = [r1 logQ1/ logQh] + 1.

In conjunction with (16.10) this implies

(16.12) r1 logQ1 ≤ rh logQh ≤ (1 + ϑ)r1 logQ1 (h = 1, . . . ,m),

so that (15.5) is satisfied.

To guarantee (15.7), apart from (16.10) we require for r1

(16.13) 2r1 > D
5
4d
K .

Since q = r1 + . . .+ rm, we then have D5/4dq
K < 2 and (15.7) will be true provided

(16.14) Qδ
1 > 225nH5 · 2 · δ−

5
2 (20n2)5/2.

Clearly, (16.2) and (16.5) amply imply (16.14).

Let P be the approximation polynomial from section 14, constructed with respect to

L1, . . . , Lr, with ϑ as in (16.9) and with r1, . . . , rm having (16.10) - (16.13). By (16.2)

and (16.9), hypothesis (14.7) of the Index Theorem with s = r is satisfied. Moreover, by
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Lemma 11.4 hypothesis (14.6) will be true with H = n1/2H.

So the approximation polynomial P from the Index Theorem by Lemma 15.1 satisfies

(16.15) indP
(
V[1](Q1), . . . , V[m](Qm)

)
≥ mϑ.

To derive an upper bound for this index we want to apply Proposition 13.1. Let us check

its hypotheses.

Using (16.11), (16.12), (16.8), (16.9), (16.3) we see that

(16.16)
rh ≥ r1 logQ1/ logQh ≥ 1

1+ϑ
rh+1 logQh+1/ logQh

≥ E
1+ϑ

rh+1 ≥ 41m2 n2 δ−1

1+ δ
20n2

rh+1 ≥ 2m2

ϑ
rh+1,

and this is hypothesis (13.6).

As for (13.7), we first remark that by (16.4) and (16.5) the hypotheses of Lemma 12.4 are

satisfied. By our assumption the second alternative in that Lemma is excluded.

Thus by the first alternative of Lemma 12.4 we obtain

H
(
V (Qh)

)
> Q

δ/3R
h (h = 1, . . . ,m).

In conjunction with (16.12) this gives

(16.17) H
(
V (Qh)

)rh > Q
δ

3R
r1

1 (h = 1, . . . ,m).

Therefore, to verify (13.7) is suffices to show that

(16.18) Q
δ

3R
r1

1 ≥
{

exp(r1 + . . .+ rm)H(P )
}(n−1)

(
3m2

ϑ

)m
.

By Lemma 14.2 with H = n1/2H (cf. Lemma 11.4)

H(P ) < D
1
2d
K 2

3
2
mn (6nH)q.

By (16.16) and (16.9)
rh
r1

≤ δ

40m2n2
for h = 2, . . . ,m.

Therefore
q

r1

=
r1 + . . .+ rm

r1

< 2.

To guarantee (16.18) it therefore suffices in view of (16.9) to guarantee that

Q
δ/3R
1 ≥

(
e2D

1
2dr1
K (6nH)2

)(n−1)(60m2n2δ−1)m

.

However by (16.13) and (16.2) we get(
e2D

1
2dr1
K (6nH)2

)(n−1)(60m2n2δ−1)m

< (2H)m
3m

.
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Altogether we see that (16.5) implies (16.18). Thus by (16.17) hypothesis (13.7) is satisfied

as well.

Now Proposition 13.1 says that

(16.19) ind
(
V[1](Q1), . . . , V[m](Qm); r

)
< mϑ.

This contradicts (16.15) and therefore the assertion of the Lemma follows.

Lemma 16.2 Suppose 0 < δ < 1. Let

(16.20) m > 1600n4 δ−2 log 2r

and put

(16.21) E = 41m2 n2 δ−1.

Given Q > 1, let T (Q) be the subspace generated by the points g1(Q), . . . , gn−1(Q) in

(16.1).

Then there is a collection of proper linear subspaces T1, . . . , Ta of Q
n

with

(16.22) a < m
(

1 +
5000

999
δ−1 logE

)
and with the following property:

For any Q satisfying

(16.23) λn−1(Q) < Q−δ

and

(16.24) Qδ > (2H)3Rm3m

the subspace T (Q) will coincide with one of the subspaces T1, . . . , Ta.

Proof. By Lemma 16.1 we have two alternatives.

Either one single subspace will suffice and we are done.

Or the numbers Q satisfying (16.23) and (16.24) are contained in the union of m − 1

intervals

(16.25) Qh < Q ≤ QE
h (h = 1, . . . ,m− 1).

For each interval (16.25) we may apply Lemma 8.1.

By (16.1) the points g1, . . . , gn−1 lie in (1 + ε)Q−δ ∗ Π(Q, c). Since 0 < ε < 1 and by

(16.20) and (16.24) they certainly lie in Q−
999
1000

δ ∗ Π(Q, c). So we apply Lemma 8.1 with
999
1000

δ instead of δ. The analogue of (8.1) by (16.24) is amply satisfied. Consequently,

each interval (16.25) gives rise to not more than

1 +
5000

999
δ−1 logE

subspaces. Introducing a factor m− 1 for the number of intervals we get the assertion in

(16.22).
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17 Approximating the Minima

Lemma 17.1 Let Π(Q, c) be the parallelepiped given by (6.10), (6.11) with forms (L
(v)
i )

and tuples (civ) satisfying (6.1) - (6.8). Let λ1(Q) be the first minimum of Π(Q, c).

Suppose η > 0 and

(17.1) Qη > n3/2H.

Then we have

(17.2) λ1(Q) > Q−1−η.

Proof. Let HQ,c(x) be the twisted height associated with Π(Q, c). By Corollary 7.4 the

minima of HQ,c(x) and of Π(Q, c) coincide. Therefore in order to prove (17.2), by (17.1)

it suffices to show that for any x ∈ Qn
, x 6= 0

(17.3) HQ,c(x) ≥ n−3/2H−1 Q−1.

Given x ∈ Qn
, x 6= 0 let F be a finite extension of K with x ∈ F n.

Writing x = (x1, . . . , xn) we have for w ∈M(F ) and i = 1, . . . , n

(17.4) xi = γ
(w)
i1 L

(w)
1 (x) + . . .+ γ

(w)
in L(w)

n (x).

Here the γ
(w)
ij -s are the entries of the matrix which is inverse to the coefficient matrix of

L
(w)
1 , . . . , L

(w)
n .

Lemma 11.6 says that

(17.5)
∏

w∈M(F )

max
1≤i,j≤n

‖γ(w)
ij ‖w ≤ H.

We infer from (17.4) and (17.5) that

H(x) ≤ n3/2

( ∏
w∈M(F )

max
1≤i,j≤n

‖γ(w)
ij ‖w

)( ∏
w∈M(F )

max
1≤i≤n

‖L(w)
i (x)‖w

)

≤ n3/2H
∏

w∈M(F )

max
1≤i≤n

‖L(w)
i (x)‖w.

Since H(x) ≥ 1 this implies

(17.6)
∏

w∈M(F )

max
1≤i≤n

‖L(w)
i (x)‖w ≥ n−3/2H−1.

On the other hand, by (2.12), (6.4), (6.5)

HQ,c(x) =
∏

w∈M(F )

max
1≤i≤n

‖L(w)
i (x)‖w
Qciw

≥ Q−1
∏

w∈M(F )

max
1≤i≤n

‖L(w)
i (x)‖w.
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Together with (17.6) this gives

HQ,c(x) ≥ n−3/2H−1 Q−1

and (17.3) is verified.

Lemma 17.2 Let B be a natural number. Let P be the set of Q > 1 such that

(17.7) Q1/B > max
{
n3/2H, 2

n(n−1)
2

}
.

For Q ∈ P write λ1(Q), . . . , λn(Q) for the successive minima of Π(Q, c).

Then there exists a finite set K of tuples of real numbers (γ1, . . . , γn) of cardinality

(17.8) cardK ≤ (n(B + 1) + 1)n

with the following property:

The elements γ ∈ K satisfy

(17.9) −1 ≤ γi ≤ n− 1 +
n

B
(i = 1, . . . , n).

Moreover, for any Q ∈ P and for any permutation ϕ of {1, . . . , n} there exists γ ∈ K
with

(17.10) Qγi− 1
B < λϕ(i)(Q) ≤ Qγi (i = 1, . . . , n).

Proof. By Corollary 7.6 we have

(17.11) n−
n
2 ≤ λ1(Q) . . . λn(Q) ≤ 2

n(n−1)
2 .

Notice that in view of (17.7), hypothesis (17.1) of Lemma 17.1 is satisfied with η = 1
B

.

Consequently

(17.12) λ1(Q) > Q−1− 1
B ,

and thus by (17.11), (17.7)

(17.13) λn(Q) < Qn−1+ n
B .

Taking for γ the points with components γi of the shape li
B

with li ∈ Z and such that

li ∈ [−B, (n− 1)B + n], in view of (17.12), (17.13) we clearly can find for any pair Q,ϕ

under consideration a suitable γ satisfying (17.9), (17.10). The number of such points

equals (n(B + 1) + 1)n and so (17.8) is true as well.
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18 Two Adjacent Minima

We go back to the situation studied in section 16.

So we have the parallelepiped Π(Q, c) with forms L
(v)
i and a tuple c = (civ)

(v ∈M(K), i = 1, . . . , n) as in (6.1) - (6.8). λ1(Q), . . . , λn(Q) are the successive minima

of Π(Q, c) and g1(Q), . . . , gn(Q) are linearly independent points in Q
n

with

(18.1) gi(Q) ∈ (1 + ε)λi(Q) ∗ Π(Q, c) (i = 1, . . . , n).

We suppose that ε is a small positive parameter with ε < 1 and such that (9.14) is satisfied.

Then we may apply Lemma 9.2. Consequently for each Q we can find a permutation π

of {1, . . . , n} and points h1(Q), . . . ,hn(Q) such that (9.18) and (9.19) are true, i.e., such

that

(18.2) span {g1(Q), . . . .gj(Q)} = span {h1(Q), . . . ,hj(Q)} (j = 1, . . . , n)

and

(18.3)


‖L(u)

i (hj(Q))‖u ≤ Qciu (u ∈M(E), u - v0, 1 ≤ i, j ≤ n)

‖L(u)
π(i)(hj(Q))‖u = ‖hjπ(i)(Q)‖u ≤

(
(1 + ε)n+1 2n

2
min{λi(Q), λj(Q)}

)d(u/v0)

(u ∈M(E), u | v0, 1 ≤ i, j ≤ n).

Now let 1 ≤ k ≤ n− 1. We apply Lemma 10.1 with

(18.4) µi = µi(Q) = (1 + ε)n+1 2n
2

λi(Q) (i = 1, . . . , n).

For σ = {1 ≤ i1 < . . . < ik ≤ n} ∈ C(n, k) we define µσ = µσ(Q) as in (10.6), i.e.

µσ = µi1 · · ·µik .
With N =

(
n
k

)
we let τ1, . . . , τN be the enumeration of C(n, k) in the lexicographical

ordering. Notice that by (18.4) we have

µ1 ≤ . . . ≤ µn.

Therefore,

(18.5) µτj ≤ µτN−1
≤ µτN for j = 1, . . . N − 2

(however, in general we do not get µτ1 ≤ µτ2 ≤ . . . ≤ µτN−2
).

We combine (18.2), (18.3) and Lemma 10.1 to obtain:

There exist a finite extension F of E and an element β ∈ F ∗ such that

h1(Q), . . . ,hn(Q) ∈ F n

and such that moreover

(18.6) span {g1(Q), . . . .gj(Q)} = span {h1(Q), . . . ,hj(Q)} (j = 1, . . . , n)
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(18.7)


‖L(w)

τi (βhτj(Q))‖w ≤ Qcτiw (w ∈M(F ), w - v0, 1 ≤ i, j ≤ N)

‖L(w)
πτi (βhτj(Q))‖w = ‖βhτj ,πτi(Q)‖w ≤

(
kk min{µτi , µτj}

)d(w/v0)

(w ∈M(F ), w | v0, 1 ≤ i, j ≤ N).

(Here we have written hτj = (hτj ,τ1 , . . . , hτj ,τN ).)

We now derive for the points hτ1 , . . . ,hτN−1
inequalities which avoid the minimum we have

in (18.7) and which again are related to parallelepipeds. For σ = {i1 < . . . < ik} ∈ C(n, k)

we write

λσ(Q) = λi1(Q) · · ·λik(Q).

Notice that for the λσ(Q)-s we have inequalities similar to (18.5).

Lemma 18.1 Suppose 1 ≤ k ≤ n. Let B ≥ n be an integer. We can cover the set of

numbers Q with

(18.8) Q1/B ≥ 22n3H

by subsets A1, . . . ,AG with

(18.9) G ≤ (2nB)n.

For each g (1 ≤ g ≤ G) there exist real numbers e1g, . . . , eNg with

(18.10) e1g + . . .+ eNg = 0 and |eig| ≤ 2kn (i = 1, . . . , N)

such that the following assertion is true.

Let τ1, . . . , τN be the lexicographical ordering of C(n, k). Then for each Q in Ag the points

hτ1(Q), . . . ,hτN−1
(Q) satisfy

‖L(w)
τi

(βhτj(Q))‖w ≤ Qcτiw (w ∈M(F ), w - v0, 1 ≤ i ≤ N, 1 ≤ j ≤ N − 1)(18.11)

‖L(w)
τi

(βhτj(Q))‖w ≤
(
Qeig+ n

B {λτN−1
(Q)/λτN (Q)}1/N

)d(w/v0)
(18.12)

(w ∈M(F ), w | v0, 1 ≤ i ≤ N, 1 ≤ j ≤ N − 1).

Proof. We first notice that (18.11) is an immediate consequence of the first part of (18.7).

As for (18.12), for a permutation π of {1, . . . , n} we write ϕ for the inverse permutation.

Then from the second part of (18.7) we get by (18.5), ignoring the inequality for j = N ,

(18.13)
‖L(w)

τi (βhτj(Q))‖w ≤
(
kk min{µϕτi , µτN−1

}
)d(w/v0)

(w ∈M(F ), w | v0, 1 ≤ i ≤ N, 1 ≤ j ≤ N − 1).

We now cover the set of pairs (ϕ,Q) (ϕ ∈ Sn, Q satisfying (18.8)) by subsets as follows.

Two pairs (ϕ1, Q1) and (ϕ2, Q2) will belong to the same subset if they give rise to the
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same n-tuple γ = (γ1, . . . , γn) in Lemma 17.2. By (17.8) and since B ≥ 2 the number of

subsets is

(18.14) ≤ (2nB)n.

Fix such a subset B, say. Then for any pair (ϕ,Q) ∈ B we have

(18.15) Qγi− 1
B < λϕ(i)(Q) ≤ Qγi (i = 1, . . . , n)

where γ = (γ1, . . . , γn) is fixed and satisfies

(18.16) −1 ≤ γi ≤ n− 1 +
n

B
(i = 1, . . . , n).

For σ = {1 ≤ i1 < . . . < ik ≤ n} ∈ C(n, k) we define

γσ = γi1 + . . .+ γik

and

λϕσ(Q) = λϕ(i1)(Q) . . . λϕ(ik)(Q).

Then (18.15) implies

(18.17) Qγσ− k
B < λϕσ(Q) ≤ Qγσ (σ ∈ C(n, k)).

Let σ1, . . . , σN be an enumeration of C(n, k) such that

(18.18) γσ1 ≤ . . . ≤ γσN .

In analogy with (18.5) we have

(18.19) λτj(Q) ≤ λτN−1
(Q) ≤ λτN (Q) for j = 1, . . . N − 2.

We may conclude that

(18.20) QγσN−1
− k
B < λτN−1

(Q) ≤ QγσN−1 .

For suppose (18.20) was wrong. If λτN−1
(Q) > QγσN−1 then by (18.17), (18.18) we get

τN−1 = ϕσN and so τN = ϕσj for some j < N . Hence λτN−1
(Q) > Qγσj ≥ λτN (Q). This

contradicts (18.19). If however λτN−1
(Q) ≤ QγσN−1

− k
B then in view of (18.17), (18.18)

we have τN−1 = ϕσk for some k < N − 1. It follows that there exists a pair (j, i) with

j < N − 1, i ≥ N − 1 and τj = ϕσi. Consequently λτN−1
(Q) ≤ Qγσi−

k
B < λτj(Q). Again

this contradicts (18.19).

Combining (18.13), (18.4), (18.17), (18.20) we may infer that

(18.21)


‖L(w)

τi (βhτj(Q))‖w ≤
(
(k(1 + ε)n+12n

2
)k min{λϕτi(Q), λτN−1

(Q)}
)d(w/v0)

≤
(
(k(1 + ε)n+1 2n

2)k
min

{
Qγτi , QγσN−1

})d(w/v0)

(w ∈M(F ), w | v0, 1 ≤ i ≤ N, 1 ≤ j ≤ N − 1).
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Notice that given γ the exponents γτi (i = 1, . . . , N) and γσN−1
are uniquely determined.

Write

(18.22) fi = min{γτi , γσN−1
} (i = 1, . . . , N).

We observe that by (18.18) the exponents f1, . . . , fN are equal to γσ1 , . . . , γσN−1
, γσN−1

in

a suitable order which depends only on γ. Moreover we obtain in view of (18.17), (18.20)

(18.23) Qf1+...+fN−N k
B < λτ1 . . . λτN−1

λτN−1
≤ Qf1+...+fN

(where we have written λσ for λσ(Q)). On the other hand

λτ1 . . . λτN−1
λτN−1

= (λτN−1
/λτN )(λτ1 . . . λτN )

and

λτ1 . . . λτN = (λ1 . . . λn)N
n
k .

So by Corollary 7.6

(18.24) n−N
n2

2k (λτN−1
/λτN ) ≤ λτ1 . . . λτN−1

λτN−1
≤ 2N

n2(n−1)
2k (λτN−1

/λτN ).

We define exponents e1, . . . , eN by

(18.25) ei = fi −
1

N
(f1 + . . .+ fN) (i = 1, . . . , N).

Combination of (18.23) and (18.24) yields

(18.26)
Qfi ≤ Qei+

k
B (λτ1 . . . λτN−1

λτN−1
)1/N ≤

≤ Qei+
k
B 2

n2(n−1)
2 (λτN−1

/λτN )1/N .

Moreover, by (18.8) and since ε < 1

Q1/B >
(
k (1 + ε)n+1 2n

2)k
2
n2(n−1)

2 .

Altogether (18.21) and (18.26) in view of k ≤ n− 1 imply

‖L(w)
τi

(βhτj(Q))‖w <
(
Qei+

n
B (λτN−1

/λτN )1/N
)d(w/v0)

(w ∈M(F ), w | v0; i = 1, . . . , N ; j = 1, . . . , N − 1)

and this is the desired (18.12) for pairs (ϕ,Q) in the particular set B. Clearly the covering

of the set of pairs (ϕ,Q) induces a covering of the set of Q with (18.8). The number of

sets B needed is bounded by (18.14) and so we get (18.9).

We still have to verify (18.10). (18.25) implies at once e1 + . . . + eN = 0. Moreover by

(18.16) and since B ≥ n

|γσ| ≤ k(n− 1) +
kn

B
≤ kn.
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Together with (18.22), (18.25) this gives

|ei| ≤ 2kn,

and the Lemma follows.

We fix g (1 ≤ g ≤ G) and we study parameters Q ∈ Ag. Our goal is to apply the material

from section 16 to inequalities (18.11), (18.12), more precisely to the parallelepiped defined

by the inequalities

(18.27)
‖L(w)

τi (x)‖w ≤ Qcτiw (w ∈M(F ), w - v0, 1 ≤ i ≤ N)

‖L(w)
τi (x)‖w ≤ Qeigd(w/v0) (w ∈M(F ), w | v0, 1 ≤ i ≤ N)

where g is fixed and where x ∈ QN
.

The parallelepiped Π(Q, c) studied in section 16 has c1v0 = . . . = cnv0 = 0 (cf. (6.7),

(6.12)). The analogue of this for (18.27) would be e1g = . . . = eNg = 0. However in

general this will not be true.

Lemma 18.2 Let Ag be one of the sets in Lemma 18.1. Let ε > 0. Fix a place

v1 ∈ M1r{v0}. Then for any Q ∈ Ag there exists a finite extension F of K and an

element γ ∈ F ∗ with the following properties:

The points hτ1(Q), . . . ,hτN−1
(Q) from Lemma 18.1 lie in FN and satisfy the inequalities

(18.28)



‖L(w)
τi (γhτj(Q))‖w ≤ Qcτiw

(w ∈M(F ), w - v0, w - v1, 1 ≤ i ≤ N, 1 ≤ j ≤ N − 1)

‖L(w)
τi (γhτj(Q))‖w ≤ Qeigd(w/v0)

(w ∈M(F ), w | v0, 1 ≤ i ≤ N, 1 ≤ j ≤ N − 1)

‖L(w)
τi (γhτj(Q))‖w = ‖γhτj ,τi(Q)‖w ≤

{
(1 + ε)Q

n
B (λτN−1

/λτN )1/N
}d(w/v1)

(w ∈M(F ), w | v1, 1 ≤ i ≤ N, 1 ≤ j ≤ N − 1).

Proof. We apply Lemma 6.3 with F replaced by K. We put

(18.29)


Av = 1 for v ∈M(K)r{v0, v1}

Av0 = Q−
n
B (λτN−1

/λτN )−1/N

Av1 = (1 + ε)Q
n
B (λτN−1

/λτN )1/N

Then obviously the hypotheses of Lemma 6.3 are satisfied. Accordingly there exists a

finite extension F of K and an element α ∈ F ∗ satisfying

(18.30) ‖α‖w ≤ Ad(w/v)
v for w ∈M(F ), w | v, v ∈M(K).
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We may assume without loss of generality that the field F in Lemma 18.1 we start with

is large enough to deal with (18.30). (F naturally depends upon the particular Q under

consideration).

Notice that by (6.7) c1v1 = . . . = cnvn = 0, so that cτ1v1 = . . . = cτNv1 = 0. Assertion

(18.28) now follows directly from (18.11), (18.12) with γ = αβ.

For Q ≥ 1 we define the parallelepiped Π(k)(Q,f) as follows:

f = (fτiv) (v ∈M(K), i = 1, . . . , N) is the tuple given by

(18.31) fτiv =

{
1

2n2 cτiv for v ∈M(K), v 6= v0, i = 1, . . . , n

1
2n2 eig for v = v0.

If x ∈ QN
and if F is a finite extension of K such that x ∈ F n, then x will belong to

Π(k)(Q,f) if and only if it satisfies the inequalities

(18.32) ‖L(w)
τi

(x)‖w ≤ Qfτiw (w ∈M(F ), i = 1, . . . , N),

where fτiw = d(w/v)fτiv for w | v, v ∈M(K) and for i = 1, . . . , N .

For λ > 0 we define λ ∗ Π(k)(Q,f) as follows:

Suppose x ∈ QN
, indeed assume that x ∈ FN , where F is as above. Then x lies in

λ ∗ Π(k)(Q,f) if and only if it satisfies the inequalities

‖L(w)
τi

(x)‖w ≤ Qfτiw (w ∈M(F ), w - v1, i = 1, . . . , N)(18.33)

‖L(w)
τi

(x)‖w = ‖xi‖w ≤ Qfτiw λd(w/v1) = λd(w/v1)(18.34)

(w ∈M(F ), w | v1, i = 1, . . . , N).

The main difference between our definition (6.13), (6.14) and (18.33), (18.34) is that we

have now “concentrated” the factor λ to the places w lying above v1 (instead of v0 as in

section 6).

We write M2 = M1r{v0}. Then by (6.7) we may infer that for v ∈M2

(18.35) L(v)
τ1

= X1, . . . , L
(v)
τN

= XN ; fτ1v = . . . = fτNv = 0.

Moreover since

(18.36) det(L(v)
τ1
, . . . , L(v)

τN
) = det(L

(v)
1 , . . . , L(v)

n )
k
n
N ,

(6.4) implies that

(18.37) det(L(v)
τ1
, . . . , L(v)

τN
) = 1 for each v ∈M(K).
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Combination of (6.5), (18.10) and (18.31) implies

(18.38)
∑

v∈M(K)

N∑
i=1

fτiv = 0.

Moreover, again by (6.5), (18.10)

∑
v∈M(K)
v 6=v0

max
1≤i≤N

cτiv +
N∑
i=1

eig ≤ k + 2kn ≤ 2n2.

In conjunction with (18.31) this gives

(18.39)
∑

v∈M(K)

max
1≤i≤N

fτiv ≤ 1.

Therefore, if we replace the family of forms {L1, . . . , Lr} we start with in section 6 by

the family of forms {Lσ} = {Li1 ∧ . . . ∧ Lik} where σ = {i1 < . . . < ik} runs through the

k-element subsets of {1, . . . , r}, we get a setting that is completely analogous to the one

at the beginning of section 6.

The differences are as follows:

(18.40)



r is replaced by
(
r
k

)
n is replaced by N =

(
n
k

)
M1 is replaced by M2

v0 is replaced by v1.

However, if at the beginning we have R different systems {L(v)
1 , . . . , L

(v)
n }, then in the

definition of Π(k)(Q,f) again we have R different systems {L(v)
τ1 , . . . , L

(v)
τn }.

Assertion (18.28) may now be reinterpreted in terms of the parallelepiped Π(k)(Q2n2
,f):

For each Q in Ag the points γ hτ1(Q), . . . , γ hτN−1
(Q) satisfy the relations

(18.41) hτi(Q) ∈ {(1 + ε)Q
n
B

(
λτN−1

(Q)/λτN (Q)
)1/N} ∗ Π(k)(Q2n2

,f)

(i = 1, . . . , N − 1).

Let ν1(Q), . . . , νN(Q) be the successive minima of Π(k)(Q,f). Then (18.41) implies

(18.42) νN−1(Q2n2

) ≤ (1 + ε)Q
n
B

(
λτN−1

(Q)/λτN (Q)
)1/N

.

We are now ready to prove

Lemma 18.3 Let L
(v)
i , c = (civ) (v ∈M(K), i = 1, . . . , n) be as in (6.1) - (6.8). Suppose

ε = ε(Q) is a small positive number and let g1 = g1(Q), . . . , gn = gn(Q) be linearly
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independent points in Q
n

satisfying (18.1).

Suppose 1 ≤ p ≤ n − 1, and let Tp = Tp(Q) be the linear subspace of Q
n

generated by

g1, . . . , gp.

Suppose

(18.43) 0 < δ < 1.

Let m1 be given by

(18.44) m1 = [100 · 26n+8 n7 δ−2 log 2r].

Then there exist p-dimensional subspaces T1, . . . , Tt of Q
n

with

(18.45) t ≤ 2(n+6)2

n3(n+4) δ−n−4 log 2r log log 2r,

having the following property:

For every Q with

(18.46) Qδ > (2H)n22n+3 Rm
3m1
1

and

(18.47) λp(Q) < Q−δ/n λp+1(Q)

the subspace Tp(Q) is among T1, . . . , Tt.

Proof. We first remark that although the points g1(Q), . . . , gp(Q) are not uniquely

determined, the space Tp(Q) in view of (18.47) and by Corollary 7.5 will be unique,

provided ε is small enough.

We start with the points g1(Q), . . . , gn(Q). We then apply Lemma 9.2, to obtain points

h1(Q), . . . ,hn(Q) satisfying (9.18) and (9.19). In particular these points will satisfy

(18.48) span {h1(Q), . . . ,hp(Q)} = span {g1(Q), . . . , gp(Q)} = Tp(Q).

We then apply Lemma 10.1 with

(18.49) k = n− p.

The conclusion is that for each Q under consideration there is a permutation π = π(Q)

such that the points hτ1 , . . . ,hτN constructed from h1, . . . ,hn satisfy (18.7) with (18.4).

We now put

(18.50) B = [3n2 2n δ−1]
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and we apply Lemma 18.1.

Notice that by (18.44) and (18.46) we have (18.8). Hence by Lemma 18.1 the set of Q

with (18.46) may be covered by

(18.51) G ≤ (2nB)n ≤ (6n3 2n δ−1)n

subsets A1, . . . ,AG.

From now on we fix such a subset Ag and for simplicity we call it A. Then for Q ∈ A we

have by Lemma 18.1 assertions (18.10), (18.11), (18.12).

We then see that the points hτ1 , . . . ,hτN−1
also satisfy (18.28) of Lemma 18.2.

Defining the tuple (fτiv) (v ∈M(K), i = 1, . . . , N) as in (18.31), we finally may conclude

with (18.42) that for Q ∈ A the parallelepiped Π(k)(Q2n2
,f) has penultimate minimum

νN−1(Q2n2
) satisfying

(18.52) νN−1(Q2n2

) ≤ (1 + ε)Q
n
B

(
λτN−1

(Q)/λτN (Q)
)1/N

.

With k = n− p as in (18.50) we have τN−1 = {p, p+ 2, . . . , n}, τN = {p+ 1, p+ 2, . . . , n}.
Therefore λN−1/λN = (λpλp+2 . . . λn)/(λp+1λp+2 . . . λn) = λp/λp+1.

Thus by (18.47)

λN−1/λN < Q−δ/n.

Combining this with (18.50), (18.52) we get

(18.53) νN−1(Q2n2

) ≤ (1 + ε)Q
n
B
−δ/nN < Q−

δ
n·2n+1

provided ε is small enough.

We want to apply Lemma 16.2 with the points γhτ1(Q), . . . , γhτN−1
(Q) instead of

g1(Q), . . . , gn−1(Q) and with Π(k)(Q2n2
,f) instead of Π(Q, c). By (18.53) the analogue

of (16.23), with Q2n2
in place of Q, is satisfied with δ replaced by

(18.54) δ1 =
δ

n3 2n+2
.

On the other hand in the definition of Π(k)(Q2n2
,f), by (18.40) the parameters r and n

are replaced by
(
r
k

)
and

(
n
k

)
respectively.

Writing m1 for the parameter which corresponds to m in (16.20), we now have to require

m1 > 1600

(
n

k

)4

δ−2
1 log

(
2

(
r

k

))
.

Similarly E in (16.21) has to be replaced by

(18.55) E1 = 41m2
1

(
n

k

)2

δ−1
1 = 41m2

1

(
n

p

)2

δ−1
1 .

With δ1 from (18.54) we may choose

(18.56) m1 = [100 · 26n+8 n7 δ−2 log 2r].
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This is the value in (18.44).

We still have to guarantee the analogue of (16.24). As seen in the discussion preceding

Lemma 18.3 the parameter R remains unchanged and therefore we have

(18.57) R ≤
(
r

n

)
.

On the other hand, in view of (18.36), H has to be replaced by

(18.58) H
k
n(nk).

Thus the analogue of (16.24) is satisfied provided

(18.59)
(
Q2n2)δ1 > (2H

k
n(nk)

)3Rm
3m1
1

.

With δ1 from (18.54) we obtain (18.59) as an easy consequence of (18.46).

So, all hypotheses of Lemma 16.2 are satisfied.

The conclusion is as follows:

For Q in A satisfying (18.46) and (18.47) let T (k)(Q) be the subspace of Q
N

generated

by hτ1(Q), . . . ,hτN−1
(Q). Then there exist proper linear subspaces T

(k)
1 , . . . , T

(k)
a of Q

(nk)

with

(18.60) a < m1

(
1 +

5000

999
δ−1

1 logE1

)
such that for each Q under consideration T (k)(Q) coincides with one of T

(k)
1 , . . . .T

(k)
a .

We now apply Lemma 10.3. Consequently there is a collection of p-dimensional subspaces

T1, . . . , Ta of Q
n

such that for each Q under consideration the subspace Tp(Q) generated

by g1(Q), . . . , gp(Q) coincides with one of T1, . . . , Ta.

Introducing a factor (6n3 2n δ−1)n for the number of possible sets A from (18.51), we

finally see that

(18.61) t < (6n3 2n δ−1)nm1

(
1 +

5000

999
δ−1

1 logE1

)
subspaces T1, . . . , Tt will suffice.

Using (18.54), (18.55), (18.56) we get

logE1 < log 41 + 2 logm1 + 2n log 2 + 3 log n+ (n+ 2) log 2 + log δ−1

logm1 ≤ log 100 + (6n+ 8) log 2 + 7 log n+ 2 log δ−1 + log log 2r.

Since we may assume that r > 1, we have 4 log log 2r > 1. Therefore

logE1 < 6 log log 2r
(

log (410000) + (15n+ 18) log 2 + 17 log n+ 5δ−1
)
.

Altogether we see that the right hand side in (18.61) does not exceed

2(n+6)2

n3(n+4) δ−n−4 log 2r log log 2r.

This is the bound in (18.45) and Lemma 18.3 follows.
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19 Proof of Proposition 6.1, and hence of Theorem

2.1

With the notation from (6.1) - (6.8), (6.10) - (6.15) we have to deal with the points x ∈ Qn

lying in

(19.1) Q−δ ∗ Π(Q, c)

for parameters Q satisfying

(19.2) Q > max
{
H1/(rn), n1/δ

}
.

We distinguish large and small parameters Q. We call Q small if

(19.3) max
{
H1/(rn), n1/δ

}
< Q ≤

(
max

{
H1/(rn), n1/δ

})δ−1n 22n+4(rn)
2
m

3m1
1

where m1 is as in (18.44), i.e.,

(19.4) m1 = [100 · 26n+8 n7 δ−2 log 2r].

Parameters with Q with

(19.5) Q >
(

max
{
H1/(rn), n1/δ

})δ−1n 22n+4(rn)
2
m

3m1
1

are called large.

To treat the small values of Q we apply Lemma 8.1. To cover the range (19.3), by (8.2)

we do not need more than

(19.6)
1 + 5 δ−1(log δ−1 + log n+ (2n+ 4) log 2 + 2 log

(
r
n

)
+ 3m1 logm1)

< 31 δ−1m1 logm1

subspaces.

We now treat the values Q satisfying (19.5). For these Q we want to apply Lemma

18.3. We first notice that the parameter R in (18.46) satisfies R ≤
(
r
n

)
. Moreover, since

0 < δ < 1 and n ≥ 2, we have max
{
H1/(rn), n1/δ

}
≥ (2H)1/

(
2(rn)
)
. Thus (19.5) implies

(18.46).

We next show that we have only to consider such values Q for which (18.47) is satisfied

for a suitable p with 1 ≤ p ≤ n− 1.

If Q is such that there exists x ∈ Qn
, x 6= 0 with

(19.7) x ∈ Q−δ ∗ Π(Q, c),
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then

(19.8) λ1(Q) ≤ Q−δ.

On the other hand by Corollary 7.6

λ1(Q) . . . λn(Q) ≥ n−
n
2

and so by (19.5), (19.8)

(19.9) λn(Q) ≥ n−
n

2(n−1) Qδ/(n−1) > Qδ/n.

Comparing (19.8) and (19.9) we may conclude that there exists q with 1 ≤ q ≤ n−1 such

that

(19.10) λq(Q) < Q−δ/n λq+1(Q).

Let p = p(Q) be largest with this property. Then by (19.9) and (19.10) we have

λp+1(Q) > Qδ/n−(n−p−1)δ/n = Q(−n+p+2)δ/n > Q−δ.

Now let g1(Q), . . . , gp(Q), gp+1(Q), . . . , gn(Q) be linearly independent points in Q
n

with

gi(Q) ∈ (1 + ε)λi(Q) ∗ Π(Q, c),

where ε = ε(Q) is small enough such that 1 + ε < Qδ/n. The definition of successive

minima implies that then any point x with (19.7) lies in the p-dimensional subspace

Tp(Q) generated by g1(Q), . . . , gp(Q). We partition the set of Q satisfying (19.5) into

n− 1 subsets corresponding to the n− 1 possibilities for p.

For each p, by (19.10) and (19.5) we may apply Lemma 18.3. So for each p, by (18.45)

(19.11) t < 2(n+6)2

n3(n+4) δ−n−4 log 2r log log 2r

subspaces will suffice.

The bound (19.11), i.e., (18.45) exceeds the bound (18.61), which in turn exceeds the

bound (19.6) for small parameters. Introducing in (19.11) a factor n for the n− 1 possi-

bilities of p and to take care of the small values of Q, we finitely see that altogether

t4(n, r, δ) ≤ n 2(n+6)2

n3(n+4) δ−n−4 log(2r) log log(2r)

≤ 4(n+6)2

δ−n−4 log(2r) log log(2r)

subspaces suffice, and this is the assertion of Proposition 6.1.
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20 Simultaneous Inequalities

In order to prove Theorem 3.1 we will derive from Theorem 2.1 an auxiliary result which

however may be of some independent interest and which we therefore formulate as a

theorem. As in section 3 we start with a number field E and a finite subset S of M(E) of

cardinality s. For v ∈ S we write ‖ ‖v for the normalized absolute value corresponding

to v (cf. (1.7), (1.8)) and we suppose that ‖ ‖v is extended to Q as described in (3.7).

Let {L1, . . . , Lr} be a family of linear forms in X = (X1, . . . , Xn) with coefficients in Q

satisfying

(20.1) rank (L1, . . . , Lr) = n

and

(20.2) Li has some coefficient equal to 1 (i = 1, . . . , r).

Suppose that for each v ∈ S we are given a set {L(v)
1 , . . . , L

(v)
n } of forms with

(20.3) {L(v)
1 , . . . , L(v)

n } ⊂ {L1, . . . , Lr} , rank {L(v)
1 , . . . , L(v)

n } = n.

Write

(20.4) ∆v = ‖ det(L
(v)
1 , . . . , L(v)

n )‖v.

For (i, v) (v ∈ S, i = 1, . . . , n) let E(L
(v)
i ) be the extension of E generated by the coeffi-

cients of L
(v)
i and let D be a natural number satisfying

(20.5) [E(L
(v)
i ) : E] ≤ D (v ∈ S, i = 1, . . . , n).

Suppose moreover that H is a quantity with

(20.6) H(L
(v)
i ) ≤ H (v ∈ S, i = 1, . . . , n).

We prove

Theorem 20.1 Assume (20.1) - (20.6). Suppose 0 < δ ≤ 1 and let e = (eiv) (v ∈ S,

i = 1, . . . , n) be a tuple of real numbers satisfying

(20.7)
∑
v∈S

n∑
i=1

eiv ≤ −n− δ,

(20.8)
∑
v∈S

max{e1v, . . . , env} ≤ n.
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Then there are proper linear subspaces T1, . . . , Tt5 of Q
n
, all defined over E, where

(20.9) t5 = t5(n, r,D, δ) ≤ 23(n+8)2

δ−n−4 log(4rD) log log(4rD)

with the following property:

The set of solutions x ∈ Qn
of the simultaneous inequalities

(20.10) max
σ∈Gal(Q/E)

‖L(v)
i (σ(x))‖v

∆
1/n
v ‖σ(x)‖v

≤ H(x)eiv (v ∈ S, i = 1, . . . , n)

(20.11) H(x) > max{H,n2n/δ}

is contained in the union

T1 ∪ . . . ∪ Tt5 .

We emphasize that the bound in (20.9) for the number of subspaces does not depend

upon the field E, nor does it depend upon the set S.

To prove Theorem 20.1 we will construct a twisted height HQ,c(x) such that for any

solution x of (20.10) the quantity max
σ∈Gal(Q/E)

HQ,c(σ(x)) will be small. We will then apply

Corollary 2.2 and thereby deduce the assertion.

We begin with the construction of the height HQ,c(x). For a linear form

L = α1X1 + . . . + αnXn with coefficients α1, . . . , αn ∈ Q and for an automorphism

σ ∈ Gal(Q/E) we write σL = σ(α1)X1 + . . . + σ(αn)Xn. We fix a finite normal ex-

tension F of E containing the coefficients of the forms σLi (σ ∈ Gal(Q/E), i = 1, . . . , r).

Write T for the set of places w ∈ M(F ) lying above the places v ∈ S. For each place

w ∈ T, w | v, v ∈ S, there is an automorphism σw ∈ Gal(F/E) such that

(20.12) ‖x‖w = ‖σw(x)‖d(w/v)
v for each x ∈ F.

For each w ∈ T we fix such a σw and we define the forms L
∗(w)
1 , . . . , L

∗(w)
n by

(20.13) L
∗(w)
i = σ−1

w L
(v)
i .

Let F be the family of linear forms{
σL |σ ∈ Gal(Q/E) , L ∈ {L1, . . . , Lr, X1, . . . , Xn}

}
.

By (20.5) F has cardinality

cardF ≤ rD + n ≤ 2rD.

Clearly all the forms (20.13) lie in F . By repeating some of the forms in F , if necessary,

we get a family of forms F1 containing F such that

(20.14) cardF1 = 2rD.
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Now let F ′ be a finite extension of F such that moreover F ′/E is normal. Write T ′ for

the set of places w′ ∈M(F ′) lying above the places in S (and hence also above the places

in T ). If w′ ∈ T ′ lies above w ∈ T and w in turn lies above v ∈ S we can find an element

σw′ ∈ Gal(F ′/E) with σw′/F = σw such that for each x ∈ F ′

‖x‖w′ = ‖σw′(x)‖d(w′/v)
v .

Moreover putting L
∗(w′)
i = L

∗(w)
i , we get L

∗(w′)
i = σ−1

w L
(v)
i = σ−1

w′ L
(v)
i . In other words,

relations (20.12), (20.13) remain valid with F, T, w replaced by F ′, T ′, w′ respectively,

independently of the particular choice of σw′ . For F ′ and w′ ∈ T ′ as above we put

(20.15) ∆∗w′ = ‖ det(L
∗(w′)
1 , . . . , L∗(w

′)
n )‖w′ .

Lemma 20.2 Let x ∈ Qn
be a solution of (20.10). Let F ′ be a finite extension of F such

that F ′/E is normal and such that x ∈ F ′n. Then we have

(20.16) max
σ∈Gal(Q/E)

‖L∗(w
′)

i (σ(x))‖w′
∆
∗1/n
w′ ‖σ(x)‖w′

≤ H(x)eivd(w′/v) (w′ ∈ T ′, i = 1, . . . , n).

In (20.16) v ∈ S is the place lying below w′.

Remark We are concentrating on normal extensions F ′ of E to guarantee that for each

σ ∈ Gal(Q/E) the point σ(x) lies in F
′n.

Proof. Using (20.12), (20.13) we get

‖L∗(w
′)

i (σ(x))‖w′
‖σ(x)‖w′

=
‖(σ−1

w′ L
(v)
i )(σ(x))‖w′
‖σ(x)‖w′

=
‖σw′

(
(σ−1

w′ L
(v)
i )(σ(x)

)
‖d(w′/v)
v

‖σw′(σ(x))‖d(w′/v)
v

=
‖L(v)

i (σw′σ(x))‖d(w′/v)
v

‖σw′σ(x)‖d(w′/v)
v

.

Moreover, we infer from (20.15) that

∆∗w′ = ‖ det(L
∗(w′)
1 , . . . , L∗(w

′)
n )‖w′ = ‖ det(σ−1

w′ L
(v)
1 , . . . , σ−1

w′ L
(v)
n ‖w′

= ‖σw′(det(σ−1
w′ L

(v)
1 , . . . , σ−1

w′ L
(v)
n ))‖d(w′/v)

v = ‖ det(L
(v)
1 , . . . , L(v)

n )‖d(w′/v)
v

= ∆d(w′/v)
v .

Thus for σ ∈ Gal(Q/E) we obtain

‖L∗(w
′)

i (σ(x))‖w′
∆
∗1/n
w′ ‖σ(x)‖w′

=

(
‖L(v)

i (σw′σ(x))‖v
∆

1/n
v ‖σw′σ(x)‖v

)d(w′/v)

.

The assertion now follows from (20.10).
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Lemma 20.2 enables us to define the desired twisted height.

Let F and T ⊂ M(F ) be as above. For w ∈ M(F ) and for i = 1, . . . , n we define the

linear forms M
(w)
i by

(20.17) M
(w)
i =

{
L
∗(w)
i for w ∈ T

Xi for w 6∈ T.

By (20.3) and (20.13) we have

rank {M (w)
1 , . . . ,M (w)

n } = n for each w ∈M(F ).

Moreover in view of our construction and in view of (20.3), each form M
(w)
i belongs to

the family F1 in (20.14).

In (20.7), (20.8) we may suppose without loss of generality that

(20.18)
∑
v∈S

n∑
i=1

eiv = −n− δ and
∑
v∈S

max{e1v, . . . , env} ≤ n.

For assume that initially we do not have (20.18). For v ∈ S let i(v) be an index with

ei(v),v = max{e1v, . . . , env}.

We may choose elements e′i(v),v ≥ eiv such that
∑
v∈S

e′i(v),v is maximal with

∑
v∈S

e′i(v),v ≤ n and
∑
v∈S

e′i(v),v +
∑
v∈S

∑
i6=i(v)

eiv ≤ −n− δ.

Now either
∑
v∈S

e′i(v),v +
∑
v∈S

∑
i6=i(v)

eiv = −n− δ.

Then in Theorem 20.1 we may replace the elements ei(v),v by e′i(v),v and the analogue of

(20.18) will be true.

Or we have
∑
v∈S

e′i(v),v +
∑
v∈S

∑
i6=i(v)

eiv < −n− δ and
∑
v∈S

e′i(v),v = n. Then clearly we can find

for i 6= i(v) elements e′iv with eiv ≤ e′iv ≤ e′i(v),v such that
∑
v∈S

n∑
i=1

e′iv = −n− δ. Again with

eiv replaced by e′iv the analogue of (20.18) will be true. Moreover the analogue of (20.10)

with eiv replaced by e′iv obviously will be satisfied as well.

We define the tuple c = (ciw) (w ∈M(F ), i = 1, . . . , n) by

(20.19) ciw =

{
d(w/v)

(
eiv + 1

s
(1 + δ/n)

)
(w ∈ T, w | v, v ∈ S, i = 1, . . . .n)

0 (w ∈M(F )rT, i = 1, . . . , n).

Combination of (20.18) and (20.19) yields

(20.20)
∑

w∈M(F )

n∑
i=1

ciw =
∑
v∈S

n∑
i=1

(
eiv +

1

s
(1 + δ/n)

)
= −n− δ +

ns

s
(1 + δ/n) = 0.
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Moreover we get∑
w∈M(F )

max{c1w, . . . , cnw} =
∑
v∈S

(
max{e1v, . . . , env}+

1

s
(1 + δ/n)

)
(20.21)

≤ n+ 1 + δ/n ≤ n+ 2.

For a finite extension F ′ of F and for w′ ∈ M(F ′) lying above w ∈ M(F ) we define for

i = 1, . . . , n

M
(w′)
i = M

(w)
i , ciw′ = d(w′/w)ciw

and we write

∆w′ = ‖ det(M
(w′)
1 , . . . ,M (w′)

n )‖w′ .

Finally, for x ∈ Qn
we define the height HQ,c(x) as follows. If F ′ is a finite extension of

F such that x ∈ F ′n then we put

(20.22) HQ,c(x) =
∏

w′∈M(F ′)

max
1≤i≤n

‖M (w′)
i (x)‖w′

∆
1/n
w′ Q

ciw′
.

Lemma 20.3 Let x ∈ Qn
r{0} be a solution of (20.10). Then, writing

(20.23) Q = H(x)

we have

(20.24) max
σ∈Gal(Q/E)

HQ,c(σ(x)) ≤ Q−δ/n.

Proof. We choose a finite extension F ′ of F such that x ∈ F ′n and such that F ′/E

is normal. Then by Lemma 20.2, x satisfies (20.16). Combination of (20.16), (20.17),

(20.19) and (20.23) implies for w′ ∈ T ′ and for σ ∈ Gal(Q/E)

‖M (w′)
i (σ(x))‖w′
∆

1/n
w′ Q

ciw′
=

‖M (w′)
i (σ(x))‖w′

∆
1/n
w′ H(x)d(w′/v)(eiv+ 1

s
(1+δ/n))

(20.25)

≤ ‖σ(x)‖w′H(x)−d(w′/v) 1
s

(1+δ/n))

(w′ | v, v ∈ S; i = 1, . . . , n).

Moreover, for w′ ∈M(F ′)rT ′ we have ∆w′ = 1 and so by (20.17) and (20.19) we get for

i = 1, . . . , n

(20.26)
‖M (w′)

i (σ(x))‖w′
∆

1/n
w′ Q

ciw′
= ‖σ(xi)‖w′ ≤ ‖σ(x)‖w′ .
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In view of (20.25), (20.26) we obtain

HQ,c(σ(x)) =
∏

w′∈M(F ′)

max
1≤i≤n

‖M (w′)
i (σ(x))‖w′

∆
1/n
w′ ‖σ(x)‖w′

≤
( ∏
w′∈M(F ′)

‖σ(x)‖w′
) ∏
w′∈T ′

H(x)−d(w′/v) 1
s

(1+δ/n).

However ∏
w′∈M(F ′)

‖σ(x)‖w′ = H(σ(x)) = H(x).

On the other hand∑
w′∈T ′

d(w′/v)
1

s
(1 + δ/n) =

1

s
(1 + δ/n)

∑
w′∈T ′

d(w′/v) =
1

s
(1 + δ/n) · s = 1 + δ/n.

Therefore by (20.23)

HQ,c(σ(x)) ≤ H(x)−δ/n = Q−δ/n.

The Lemma follows.

The proof of Theorem 20.1 now is easily finished. We apply Corollary 2.2 to inequality

(20.24). To do so we still have to ensure that its hypotheses are satisfied.

The rôle of the field K containing the coefficients of the forms in Corollary 2.2 now is

played by the field F . The field E in Corollary 2.2 also in our application will be E.

In Corollary 2.2 we have hypothesis (2.14), i.e.,
∑

v∈M(K)

max{c1v, . . . , cnv} ≤ 1.

Instead of this we now have (20.21), i.e.,∑
w∈M(F )

max{c1w, . . . , cnw} ≤ n+ 2.

Write

c′iw =
1

n+ 2
ciw (w ∈M(F ), i = 1, . . . , n)

and

(20.27) Q1 = Qn+2.

We may then define the height HQ1,c′(x) in an obvious way in analogy with (20.22).

For the new tuple c′ we get ∑
w∈M(F )

max{c′1w, . . . , c′nw} ≤ 1,

i.e., we get the analogue of (2.14). By Lemma 20.3, any solution x 6= 0 of (20.10) satisfies

(20.28) max
σ∈Gal(Q/E)

HQ1,c′(σ(x)) ≤ Q
− δ
n(n+2)

1 .
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So in the application of Corollary 2.2 we have to replace δ by δ/(n(n + 2)). The rôle

played by the family {L1, . . . , Lr} now is played by the family F1 in (20.14). This means

in particular that the parameter r in Corollary 2.2 in our current context has to be

replaced by 2rD. Let F1 = {M1, . . . ,M2rD}. We write H = H(M1, . . . ,M2rD).

Now Corollary 2.2 implies the following: As Q1 runs through values satisfying

(20.29) Q1 > max
{
H1/(2rD

n ), n
2n(n+2)

δ

}
the set of solutions of (20.28) will be contained in the union of not more than

(20.30) t1(n, 2rD, δ/(n(n+ 2)))

proper linear subspaces of Q
n
. All these subspaces are defined over E. By (2.19)

t1(n, 2rD, δ/(n(n+ 2))) ≤ 4(n+8)2

(n(n+ 2))n+4 δ−n−4 log(4rD) log log(4rD)

< 23(n+8)2

δ−n−4 log(4rD) log log(4rD).

This is our bound given for t5(n, r,D, δ) in (20.9).

We still have to verify that (20.11) implies (20.29). Now clearly by (20.27) and (20.23)

H(x) > n2n/δ implies Q1 > n
2n(n+2)

δ .

As for the requirement Q1 > H1/(2rD
n ), we remark that the forms M1, . . . ,M2rD with which

H is defined are just the forms X1, . . . , Xr and σLi (σ ∈ Gal(Q/E), i = 1, . . . , r). Now

H(σLi) = H(Li). On the other hand by (20.2) each of the forms defining H has some

coefficient equal to 1.

Thus by Lemma 11.8 we get

H(M1, . . . ,M2rD) ≤ H(M1) . . . H(M2rD).

However (20.6) implies

H(Mi) ≤ H for i = 1, . . . , 2rD.

Therefore we may conclude that

H ≤ H2rD.

On the other hand by (20.1), r ≥ n and therefore
(

2rD
n

)
≥ 2rD, so that

H1/(2rD
n ) ≤ H2rD/(2rD

n ) ≤ H.

Combining this with (20.11) and (20.23) we may infer that Q > H1/(2rD
n ). But then a

fortiori Q1 given by (20.27) satisfies the first part of (20.29). This finishes the proof of

Theorem 20.1.
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21 Proof of Theorem 3.1

We will derive Theorem 3.1 from Theorem 20.1. Indeed we will prove that the factors in

the product of the left hand side of (3.11) satisfy suitable simultaneous inequalities of the

type studied in Theorem 20.1.

So our main purpose will be to derive such simultaneous inequalities.

We will use

Lemma 21.1 Suppose 1
2
≤ γ < 1 and let q ∈ N. Consider the set

(21.1) J = {(Γ1, . . . ,Γq) ∈ Rq |Γ1 + . . .+ Γq = γ, Γi ≥ 0 (i = 1, . . . , q)}.

There exists a finite subset J ′ of J of cardinality

(21.2) ≤
( e

1− γ

)q
with the following property:

For each point (x1, . . . , xq) ∈ R
q having xi ≥ 0 (i = 1, . . . , q) we can find

Γ = (Γ1, . . . ,Γq) ∈ J ′ satisfying

(21.3) xi ≥ Γi(x1 + . . .+ xq) (i = 1, . . . , q).

A proof of Lemma 21.1 may be found e.g. in [2] (Lemma 4).

We proceed to deduce Theorem 3.1.

We partition the set of solutions x ∈ Qn
of (3.11) into two subsets M1 and M2.

M1 consists of those x such that

(21.4) max
σ∈Gal(Q/E)

‖L(v)
i (σ(x))‖v = 0

for some pair (i, v) (v ∈ S, 1 ≤ i ≤ n).

M2 consists of those solutions x which do not belong to M1. Thus the elements x ∈ M2

will satisfy

(21.5) max
σ∈Gal(Q/E)

‖L(v)
i (σ(x))‖v 6= 0

for each pair (i, v) (v ∈ S, 1 ≤ i ≤ n).

We first treat the set M1. Given a pair (i, v) (v ∈ S, 1 ≤ i ≤ n), let Tiv be the subspace

of Q
n

consisting of the vectors y ∈ Qn
with L

(v)
i (y) = 0. In view of (3.6), Tiv is a proper

linear subspace of Q
n
. Write Miv for the subset of points x ∈ Tiv such that we have

σ(x) ∈ Tiv for all σ ∈ Gal(Q/E), and let T ′iv be the subspace of Q
n

generated by Tiv∩En.

Now Lemma 4.2 says that T ′iv is defined over E and that

Miv ⊂ T ′iv.
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Moreover by (21.4), any point x ∈M1 satisfies for a suitable pair (i, v)

(21.6) L
(v)
i (σ(x)) = 0 for all σ ∈ Gal(Q/E).

Thus M1 ⊂
⋃
v∈S

n⋃
i=1

T ′iv and so M1 may be covered by

(21.7) ≤ ns

proper linear subspaces of Q
n
, all of which are defined over E.

We now deal with the set M2. Write

(21.8) L
(v)
i (X) = α

(v)
i1 X1 + . . .+ α

(v)
in Xn

(v ∈ S, i = 1, . . . , n).

Given (i, v) (v ∈ S, 1 ≤ i ≤ n) pick j = j(i, v) with 1 ≤ j(i, v) ≤ n such that

(21.9) ‖α(v)
ij ‖v = max

{
‖α(v)

i1 ‖v, . . . , ‖α
(v)
in ‖v

}
.

Define the forms L
′(v)
i (X) by

(21.10) L
′(v)
i (X) = (α

(v)
ij )−1L

(v)
i (X).

By homogeneity we are allowed to replace the forms L
(v)
i in Theorem 3.1 by the forms

L
′(v)
i . Therefore we may suppose without loss of generality that for each pair (i, v)

(v ∈ S, i = 1, . . . , n)

(21.11) the form L
(v)
i has α

(v)
i,j(i,v) = 1

and

(21.12) 1 ≤ ‖L(v)
i ‖v ≤ n

1
2
s(v)

where

s(v) =

{
[Ev : R]/[E : Q] for v ∈M∞(E)

0 for v ∈M0(E).

We now partition the set M2 into two subsets M21 and M22.

M21 consists of those x ∈M2 for which we can find an index i with 1 ≤ i ≤ n such that

(21.13)
∏
v∈S

max
σ∈Gal(Q,E)

‖L(v)
i (σ(x))‖v
‖σ(x)‖v

≤ H(x)−n−δ.

M22 will be the complement of M21 in M2. We first treat M21. The number of possibilities

for i is

(21.14) n.
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We fix i and study the points x satisfying (21.13).

In view of (21.12) we have for each v ∈ S

(21.15) max
σ∈Gal(Q/E)

‖L(v)
i (σ(x))‖v

n1/2 s(v)‖σ(x)‖v
≤ max

‖L(v)
i ‖v‖σ(x)‖v

n1/2 s(v)‖σ(x)‖v
≤ 1.

Given x with H(x) > 1 we define the tuple (yv)v∈S by

(21.16) max
σ∈Gal(Q/E)

‖L(v)
i (σ(x))‖v

n1/2 s(v)‖σ(x)‖v
= H(x)−yv .

This is possible since x 6∈M1. Then by (21.13) and (21.15)

(21.17) yv ≥ 0 for each v ∈ S ,
∑
v∈S

yv ≥ n+ δ .

We apply Lemma 21.1 with q = s and with γ = 1− δ
4n

.

Accordingly we can cover the set of x under consideration by

(21.18) (4 e n δ−1)s

subsets with the following property:

For each subset there is a fixed tuple Γ = (Γv)v∈S of nonnegative numbers with

(21.19)
∑
v∈S

Γv = 1− δ

4n

such that the tuple (yv) in (21.16), (21.17) satisfies

yv ≥ Γv
∑
w∈S

yw ≥ Γv(n+ δ).

We may conclude that for the points x in the subset corresponding to (Γv) we have

(21.20) max
σ∈Gal(Q/E)

‖L(v)
i (σ(x))‖v
‖σ(x)‖v

≤ n1/2 s(v) H(x)−Γv(n+δ).

Notice that (3.12) implies n
1
2
s(v) < H(x)

δ
8
s(v).

Combining this with (21.20) we obtain for each v ∈ S

(21.21) max
σ∈Gal(Q/E)

‖L(v)
i (σ(x))‖v
‖σ(x)‖v

≤ H(x)−Γv(n+δ)+ δ
4
s(v).

Recall the definition of j(i, v) in (21.9). For v ∈ S we now consider the system

L
(v)
i (X) , Xk (k = 1, . . . , n; k 6= j(i, v)).
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We denote this system by

M
(v)
1 (X) = L

(v)
i (X) , M

(v)
2 (X), . . . ,M (v)

n (X).

By (21.11) we get

(21.22) ‖ det(M
(v)
1 , . . . ,M (v)

n )‖v = 1.

Define the tuple e = (eiv) (v ∈ S, i = 1, . . . , n) by

(21.23) eiv =

{
−Γv(n+ δ) + δ

8
s(v) for i = 1

0 for i = 2, . . . , n.

Since for i = 2, . . . , n the forms M
(v)
i (X) are among the coordinate forms X1, . . . , Xn we

obtain

(21.24) max
σ∈Gal(Q/E)

‖M (v)
i (σ(x))‖v
‖σ(x)‖v

≤ 1 = H(x)eiv

for v ∈ S and for i = 2, . . . , n.

Combination of (21.21) - (21.24) yields

(21.25) max
σ∈Gal(Q/E)

‖M (v)
i (σ(x))‖v

‖ det(M
(v)
1 , . . . ,M

(v)
n )‖1/n

v ‖σ(x)‖v
≤ H(x)eiv

for each pair (i, v) (v ∈ S, i = 1, . . . , n).

(21.19) and (21.23) imply

(21.26)

∑
v∈S

n∑
i=1

eiv = −(n+ δ)

( ∑
v∈S

Γv

)
+ δ

8

∑
v∈S

s(v)

= −(n+ δ)
(

1− δ
4n

)
+ δ

8
≤ −n− δ/2

and

(21.27)
∑
v∈S

max{e1v, . . . , env} =
∑
v∈S

δ

8
s(v) ≤ δ/8.

Notice that the forms M
(v)
i all have a coefficient equal to 1. By (21.25) - (21.27), with

δ replaced by δ/2 and with {L1, . . . , Lr} replaced by {M (v)
i : v ∈ S, i = 1, . . . , n}, the

hypotheses of Theorem 20.1 are satisfied. Notice that {M (v)
i : v ∈ S, i = 1, . . . , n} has

cardinality ≤ ns. Therefore the set of solutions x of (21.25) with

(21.28) H(x) > max{H,n4n/δ}

is contained in the union of not more than

t5 = t5(n, ns,D, δ/2) ≤ 23(n+8)2

δ−n−4 log(4nsD) log log(4nsD)
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proper linear subspaces of Q
n
, all of which are defined over E. This was for elements

x ∈ M21 satisfying (21.13) with a fixed i and a fixed tuple (Γv)v∈S in (21.18), (21.9).

Allowing the factors from (21.14) and (21.18) for the number of possible choices of these

tuples we see that

(21.29) n(4 e n δ−1)s 23(n+8)2

δ−n−4 log(4nsD) log log(4nsD)

subspaces will suffice to cover the set M21.

We now deal with the set M22.

By definition the points x ∈M22 satisfy for each i

(21.30)
∏
v∈S

max
σ∈Gal(Q/E)

‖L(v)
i (σ(x))‖v
‖σ(x)‖v

> H(x)−n−δ.

For v ∈ S we write

∆v = ‖ det(L
(v)
1 , . . . , L(v)

n )‖v.

Combination of (3.11) with (21.30) yields

(21.31)
∏
v∈S

∆−1
v < H(x)(n−1)(n+δ).

On the other hand by (21.12) we get

∆v ≤ ‖L(v)
1 ‖v . . . ‖L(v)

n ‖v ≤ n
n
2
s(v)

and therefore

(21.32) n
n
2
s(v) ∆−1

v ≥ 1 for each v ∈ S.

By (3.12) we have nn/2 < H(x)δ/8. So (21.31) implies

(21.33)
∏
v∈S

n
n
2
s(v) ∆−1

v < H(x)(n−1)(n+δ)+δ/8.

In view of (21.32) there exists a number A ≥ 1 such that∏
v∈S

n
n
2
s(v) ∆−1

v = A(n−1)(n+δ)+δ/8.

Moreover there exists a tuple of nonnegative numbers (cv)v∈S with∑
v∈S

cv = 1 and n
n
2
s(v) ∆−1

v = Acv((n−1)(n+δ)+δ/8).

(21.33) implies that A < H(x). Write

bv =
1

n
cv((n− 1)(n+ δ) + δ/8).

101



We then have

(21.34)
∑
v∈S

n∑
i=1

bv = (n− 1)(n+ δ) + δ/8

and

(21.35) n
n
2
s(v) ∆−1/n

v H(x)−bv ≤ 1 for each v ∈ S.

Combination of (3.11) and (21.34) yields

(21.36)
∏
v∈S

n∏
i=1

max
σ∈Gal(Q/E)

(
n

1
2
s(v) ∆−1/n

v H(x)−bv
‖L(v)

i (σ(x))‖v
n

1
2
s(v)‖σ(x)‖v

)
≤ H(x)−n(n+δ)−δ/8.

By (21.15) and (21.35) the ns factors in the double product in (21.36) are all ≤ 1. In a

similar way as in the discussion of the set M21 we may apply Lemma 21.1, now with

q = ns and γ = 1− δ/4n2

consequently we obtain not more than

(21.37) (4n2 e δ−1)ns

subsets of M22, whose union equals to M22. For each subset we have a tuple of nonnegative

numbers Γ = (Γiv) (v ∈ S, i = 1, . . . , n) with

(21.38)
∑
v∈S

n∑
i=1

Γiv = γ = 1− δ/4n2,

such that any solution x in the subset satisfies

(21.39) max
σ∈Gal(Q/E)

H(x)−bv
‖L(v)

i (σ(x))‖v
∆

1/n
v ‖σ(x)‖v

≤ H(x)−Γiv(n(n+δ)+δ/8) (v ∈ S, i = 1, . . . , n).

We define the tuple e = (eiv) (v ∈ S, i = 1, . . . , n) by

eiv = −Γiv(n(n+ δ) + δ/8) + bv.

By (21.39) our solutions x under consideration satisfy

(21.40) max
σ∈Gal(Q/E)

‖L(v)
i (σ(x))‖v

∆
1/n
v ‖σ(x)‖v

≤ Heiv (v ∈ S, i = 1, . . . , n).

We want to apply Theorem 20.1 with δ replaced by δ/2. So we have to check its hypothe-

ses. By (21.34) and (21.38)∑
v∈S

n∑
i=1

eiv = −(n(n+ δ) + δ/2)

(∑
v∈S

n∑
i=1

Γiv

)
+
∑
v∈S

n∑
i=1

bv

= −
(
n2 +

(
n+

1

8

)
δ
)(

1− δ/4n2
)

+ (n− 1)(n+ δ) + δ/8 ≤ −n− δ/2.
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So the analogue of (20.7) is satisfied.

Moreover max
1≤i≤v

eiv ≤ bv = 1
n
cv
(
(n− 1)(n+ δ) + δ/8

)
.

Thus∑
v∈S

max
1≤i≤n

eiv ≤
1

n

(
(n− 1)(n+ δ) + δ/8

)∑
v∈S

cv =
1

n

(
(n− 1)(n+ δ) + δ/8

)
< n.

This means that (20.8) is satisfied as well.

For the family {L1, . . . , Lr} we take {L(v)
i : v ∈ S, i = 1, . . . , n}. Therefore the parameter

r has to be replaced by ns. Notice that by our normalization (21.11) also hypothesis

(20.2) is satisfied. The analogue of (20.11) with δ replaced by δ/2 is

H(x) > max
{
H,n4n/δ

}
,

but this is our assumption in (3.12). We may conclude that to cover the solutions with

the fixed tuple (eiv) we do not need more than

t5(n, ns,D, δ/2) ≤ 23(n+8)2

δ−n−4 2n+4 log(4nsD) log log(4nsD)

proper linear subspaces. Introducing the factor (4n2e δ−1)ns from (21.37) we see that for

the set M22

(21.41) (4n2e δ−1)ns 23(n+8)2+n+4 δ−n−4 log(4nsD) log log(4nsD)

subspaces will suffice. By Theorem 20.1 all these subspaces may be taken such as to be

defined over E.

Adding the bounds from (21.7), (21.29), (21.41) we may conclude that altogether we do

not need more than

ns+ n(4enδ−1)s 23(n+8)2
δ−n−4 log(4nsD) log log(4nsD)+

+(4n2e δ−1)ns 23(n+8)2+n+4 δ−n−4 log(4nsD) log log(4nsD)

< 2 · (4n2e δ−1)ns 23(n+8)2+n+4 δ−n−4 log(4nsD) log log(4nsD)

< (3n)2ns 23(n+9)2
δ−ns−n−4 log(4D) log log(4D)

subspaces, and this is the bound given for t2(n, s,D, δ) in (3.10).

References

[1] E. Bombieri and J. Vaaler. On Siegel’s lemma. Invent. Math. 73 (1983), 11-32.

[2] J.-H. Evertse. On equations in S-units and the Thue-Mahler equation. Invent. Math.

75 (1984), 561-584.

103



[3] J.-H. Evertse. An explicit version of Faltings’ Product theorem and an improvement

of Roth’s lemma. Acta Arith. 73 (1995), 215-248.

[4] J.-H. Evertse. An improvement of the quantitative Subspace theorem. Compositio

Math. 101 (1996), 225-311.

[5] J.-H. Evertse, H. P. Schlickewei and W. M. Schmidt. Linear equations in variables

which lie in a multiplicative group. To appear.

[6] G. Faltings. Diophantine approximation on abelian varieties. Annals of Math. 133

(1991), 549-576.

[7] R. B. McFeat. Geometry of numbers in adèle spaces. Dissertationes Mathematicae
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