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1 Topics of the course – an informal introduction

Currently, the study of gradient flows in metric spaces and in particular gradient flows
in metric spaces consisting of probability measures is a very active field of research. The
research extends three different areas of mathematics, each of them with a long tradition
and many interesting results. Fairly recently, connections between these areas have been
established and many new questions and results have emerged. This chapter briefly dis-
cusses the three areas and how they connect. The discussion is only an informal sketch, no
historical or mathematical correctness is claimed!

Gradient flows

If water streams downhill on a mountain, it roughly follows the direction of steepest descent.
If H(x, y) is the height of the mountain above the point (x, y), then the direction of steepest
descent is −∇H(x, y), where ∇H = ∂H

∂x + ∂H
∂y denotes the gradient of H. If the speed of

the water flow is proportional to the steepness of the hill, then the position of the water
which is at time 0 above the point u0 is (u(t),H(u(t)), where u satisfies

u′(t) = −∇H(u(t)), t ≥ 0,
u(0) = u0.

More generally, for a function V : Rd → R the differential equation

u′(t) = ∇V (u(t))

is called a gradient flow equation, its solution is called a gradient flow and the function V
is called a potential. The special structure with the gradient in the equation allows for a
different type of existence theorems than the usual Lipschitz conditions. It turns out that
if V is differentiable and convex, then for each initial value u0 there exists a unique solution
u : [0,∞) → R of the gradient flow differential equation for V . (What can go wrong with
the flow of water if −H is not convex?)

More general settings of gradient flows have been studied. For instance, there is a well
developed theory of gradient flows for potential function V : X → R, where X is a Hilbert
space. There are also generalisation for Banach spaces X. In a different direction, an
extensive theory of gradient flows has been developed for potential functions only defined
on manifolds in Rd or even in Hilbert spaces.

Encouraged by the generality of the theory one could ask for a generalisation to the
general setting of a metric space X. However, this leads immediately to a major difficulty:
what should u′(t) mean if u takes values in a metric space? In Hilbert spaces and Banach
spaces the linear structure allows to define u′(t) as the limit of (1/h)(u(t + h) − u(t) for
h→ 0 and for curves on manifolds there is a sophisticated theory of differentiation. There
is no such theory for general metric spaces.

There is a clever way to avoid differentiation in metric spaces. If V is a differentiable
convex function on a Hilbert space X, then its gradient flow equation

u′(t) = ∇V (u(t)), t ≥ 0

is equivalent to
1

2

d

dt
‖u(t) − z‖2 + V (u(t)) ≤ V (z) for all z ∈ X.
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In the latter inequalities we only differentiate the real valued function ‖u(t) − z‖2. The
expression ‖u(t) − z‖ can be written as d(u(t), z), if we denote by d the metric induced
by the norm. The ensuing formulation only uses the metric of the Hilbert space and can
thus be formulated in any metric space! It has been very difficult to develop a satisfactory
theory on existence and uniqueness of solutions of such equations and other properties like
stability and regularity. The main issue was to find a suitable notion of convexity on metric
spaces. Much of the work has been done in Italy, initiated by De Giorgi, leading to the first
book [1] on this topic by Ambrosio, Gigli, and Savaré, who developed themselves most of
the theory. There are still many questions open and research on this topic is ongoing.

Optimal transportation

Suppose a certain amount of goods is located at several distribution centers and has to
be shipped to several retail outlets, each needing its own amount of the goods. Suppose
moreover that the transportation costs on each route from distribution center to outlet
are proportional to the amount of goods transported there. What is the optimal way
to transport the goods from centers to outlets? This is typical question about optimal
transportation.

In 1781 Gaspard Monge started a long tradition of research on optimal mass transporta-
tion by his paper “Mémoire sur la théorie des déblais et des remblais”. One of the difficult
problems, called Monge’s problem, is the following. Suppose an initial distribution of mass
is given by a mass density function f : Rd → [0,∞) and a desired end distribution is given
by a function g : Rd → [0,∞). Let us scale the total mass to be 1:

∫

f(x)dx =
∫

g(x)dx = 1.
Suppose the ‘cost’ of shipping one unit of mass from the initial position x to the end posi-
tion y is c(x, y). The function c : Rd ×Rd → [0,∞) is called the cost function. For example,
c could be a multiple of the distance between x and y, or a function of the distance. The
problem is to find the cheapest way of transporting the mass such that initial distribution
f turns into the desired end distribution g. A ‘way of transporting’ here is supposed to be
given by a function r : Rd → Rd, which says that all mass from initial point x is moved to
end point r(x). As the amount of mass at x is f(x), the total transportation cost is then

∫

Rd

c(x, r(x))f(x)dx.

This quantity should be minimized over all possible transport functions r. The requirement
on r is that it moves the initial mass distribution f to g. That means, if B is a subset of
Rd, then the total amount of mass in the end distribution contained in B, which equals
∫

B g(x) dx, should equal the total amount of mass that was present on all points that are
mapped to points in B. Hence r should satisfy

∫

B
g(x) dx =

∫

r−1(B)
f(x) dx.

(Monge considered the case where f and g are indicator functions of open sets U and V
and c(x, y) = ‖x− y‖.)

It turned out to be very difficult to determine existence of an optimal transport map r
under satisfactory conditions.

Kantorovich in 1942 formulated a more abstract optimal transportation problem. Now
the initial and end distributions are given by probability measures µ and ν, respectively,

3



on Rd. The way of transporting is now not described by a function, but by a measure η
on Rd × Rd. The interpretation is that η(A × B) is the amount of mass that is moved
from the set A into the set B. As all mass is preserved we have η(A × Rd) = µ(A) and
η(Rd × B) = ν(B) for A,B ⊂ Rd. Such a measure η is called a transport plan. The total
cost is

∫

Rd×Rd

c(x, y) dη(x, y)

and this quantity should be minimized over all transport plans η.
Kantorovich’s problem is not as difficult to solve as Monge’s problem. Prokhorov proved

a characterisation of compactness in sets of probability measures in 1956 with which exis-
tence of an optimal transport plan is easily proved in a very general setting.

It took longer to settle Monge’s problem. In 1976 Sudakov dealt with the case d = 2
and c(x, y) = ‖x− y‖. Gangbo and MacCann (1995) did general dimension d for c(x, y) =
‖x− y‖p (p > 1) and Evans and Gangbo in 1999 settled d ≥ 2 for c(x, y) = ‖x− y‖ under
more restrictive conditions on f and g. These results have been gradually improved since
then.

Closely related to Kantorovich’s problem is the notion of the Wasserstein metric

(which is claimed to be due to Kantorovich and Rubinstein rather than Wasserstein, which
should more correctly be transcribed as Vasherstein). The Wasserstein distance between µ
and ν is defined as

dW (µ, ν) =

(
∫

Rd×Rd

‖x− y‖2 dη(x, y)

)1/2

,

where η is an optimal transport plan in Kantorovich’s problem. The Wasserstein metric
turns out to be extremely useful even in areas as applied as data analysis and pattern
recognition.

Stochastic differential equations

Many systems in physics, economics, engineering, etc. can be approximately described by
a system of linear differential equations

u′(t) = −Au(t), t ≥ 0,

where A is a d × d matrix. More realistically, such systems are often subject to small
unpredictable perturbations from the outside world, called noise. An effective mathematical
description of noise uses Brownian motion, which is a stochastic process that is a suitable
continuous time limit of random walks. White noise is the derivative of Brownian motion
W , so that we arrive at the stochastic differential equation

u′(t) = −Au(t) +W ′(t).

(A correct mathematical formulation is more involved, as W is not differentiable, at any
t, with probability one). A solution t 7→ u(t) of the stochastic differential equation is a
stochastic process. That is, for each t, u(t) is a random variable, which has a distribution
µ(t). Thus, the solution gives a curve t 7→ µ(t) in the set of probability measures on Rd.

The same phenomenon can be described by means of partial differential equations. For
t > 0, the measure µ(t) has a density ρ(t) with respect to the Lebesgue measure. This
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density satisfies the so-called Fokker-Planck equation

∂ρ

∂t
(t, x) =

1

2

d
∑

i=1

∂2ρ

∂x2
i

(t, x) +

d
∑

i=1

∂

∂xi

(

ρ(t, x)(Ax)i

)

, t > 0, x ∈ Rd.

Instead of solving the stochastic differential equation and consider the distributions µ(t)
of u(t), one could solve the Fokker-Planck equation and consider the measures µ(t) with
density ρ(t). Both ways yield the same curve t 7→ µ(t) in the set of probability measures
on Rd.

Connection

How are these three areas of mathematics connected? Felix Otto (1998) showed that the
curve of measures µ(t) given by the stochastic differential equation (or Fokker-Planck equa-
tion) is a gradient flow in the metric space of probability measures endowed with the
Wasserstein metric. Important contributions in this direction have been made by Yann
Brenier. The recent progress in gradient flows in metric spaces and optimal transportation
problems and the new connections of these fields have sparked a new interest in these top-
ics. In 2010 Cédric Villani won the famous Fields Medal for, among others, his work on
geometric aspects of gradient flows in metric spaces.

It is the aim of this course to understand the connection of gradient flows, optimal
transportation and stochastic differential equations. This includes understanding the basics
of each of the three ingredients. On our way we will encounter tools that are widely used
in other fields of mathematics as well.

We will first consider the set of probability measures on Rd with a suitable topology.
Instead of Rd we extend our scope to general metric spaces that are separable and complete
and we enter the theory of probability measures on metric spaces.

2 Probability measures on metric spaces

When we study curves in spaces of probability measures we will be faced with continuity
and other regularity properties and therefore with convergence of probability measures.
The probability measures will be defined on the Borel σ-algebra of a metric space. Since
we want to be able to apply the results to probability measures on a Hilbert space, it is
not too restrictive to assume separability and completeness but we should avoid assuming
compactness of the metric space.

We will consider Borel probability measures on metric spaces, narrow convergence of
such measures, a metric for narrow convergence, and Prokhorov’s theorem on compactness
relative to the narrow convergence.

2.1 Borel sets

Let (X, d) be a metric space. The Borel σ-algebra (σ-field) B = B(X) is the smallest σ-
algebra in X that contains all open subsets of X. The elements of B are called the Borel
sets of X.

The metric space (X, d) is called separable if it has a countable dense subset, that is,
there are x1, x2, . . . in X such that {x1, x2, . . .} = X. (A denotes the closure of A ⊂ X.)
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Lemma 2.1. If X is a separable metric space, then B(X) equals the σ-algebra generated
by the open (or closed) balls of X.

Proof. Denote

A := σ-algebra generated by the open (or closed) balls of X.

Clearly, A ⊂ B.
Let D be a countable dense set in X. Let U ⊂ X be open. For x ∈ U take r > 0, r ∈ Q

such that B(x, r) ⊂ U (B(x, r) open or closed ball with center x and radius r) and take
yx ∈ D ∩B(x, r/3). Then x ∈ B(yx, r/2) ⊂ B(x, r). Set rx := r/2. Then

U =
⋃

{B(yx, rx) : x ∈ U},

which is a countable union. Therefore U ∈ A. Hence B ⊂ A.

Lemma 2.2. Let (X, d) be a separable metric space. Let C ⊂ B be countable. If C separates
closed balls from points in the sense that for every closed ball B and every x ∈ X \B there
exists C ∈ C such that B ⊂ C and x 6∈ C, then the σ-algebra generated by C is the Borel
σ-algebra.

Proof. Clearly σ(C) ⊂ B, where σ(C) denotes the σ-algebra generated by C. Let B be a
closed ball in X. Then B =

⋂

{C ∈ C : B ⊂ C}, which is a countable intersection and
hence a member of σ(C). By the previous lemma we obtain B ⊂ σ(C).

If f : S → T and AS and AT are σ-algebras in S and T , respectively, then f is called
measurable (w.r.t. AS and AT ) if

f−1(A) = {x ∈ S : f(x) ∈ A} ∈ AS for all A ∈ AT .

Proposition 2.3. Let (X, d) be a metric space. B(X) is the smallest σ-algebra with respect
to which all (real valued) continuous functions on X are measurable (w.r.t. B(X) and B(R)).
(See [14, Theorem I.1.7, p. 4].)

2.2 Borel probability measures

Let (X, d) be a metric space. A finite Borel measure on X is a map µ : B(X) → [0,∞)
such that

µ(∅) = 0, and
A1, A2, . . . ∈ B mutually disjoint =⇒ µ(

⋃∞
i=1Bi) =

∑∞
i=1 µ(Bi).

µ is called a Borel probabiliy measure if in addition µ(X) = 1.
The following well known continuity properties will be used several times.

Lemma 2.4. Let X be a metric space and µ a finite Borel measure on X. Let A1, A2, . . .
be Borel sets.

(1) If A1 ⊂ A2 ⊂ · · · and A =
⋃∞

i=1Ai, then µ(A) = limn→∞ µ(An).

(2) If A1 ⊃ A2 ⊃ · · · and A =
⋂∞

i=1, then µ(A) = limn→∞ µ(An).
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The next observation is important in the proof of Theorem 2.13 (the Portmanteau theorem).

Lemma 2.5. If µ is a finite Borel measure on X and A is a collection of mutually disjoint
Borel sets of X, then at most countably many elements of A have nonzero µ-measure.

Proof. For m ≥ 1, let Am := {A ∈ A : µ(A) > 1/m}. For any distinct A1, . . . , Ak ∈ Am we
have

µ(X) ≥ µ(

k
⋃

i=1

Ai) = µ(A1) + · · · + µ(Ak) > k/m,

hence Am has at most mµ(X) elements. Thus

{A ∈ A : µ(A) > 0} =

∞
⋃

m=1

Am

is countable.

Example. If µ is a finite Borel measure on R, then µ({t}) = 0 for all except at most
countably many t ∈ R.

Proposition 2.6. Any finite Borel measure on X is regular, that is, for every B ∈ B

µ(B) = sup{µ(C) : C ⊂ B, C closed} (inner regular)

= inf{µ(U) : U ⊃ B, U open} (outer regular).

Proof. Define the collection R by

A ∈ R ⇐⇒
µ(A) = sup{µ(C) : C ⊂ A, Cclosed} and
µ(A) = inf{µ(U) : U ⊃ A, U open}.

We have to show that R contains the Borel sets. step 1: R is a σ-algebra:
∅ ∈ R. Let A ∈ R, let ε > 0. Take C closed and U open with C ⊂ A ⊂ U and
µ(A) < µ(C) + ε, µ(A) > µ(U) − ε. Then U c ⊂ Ac ⊂ Cc, U c is closed, Cc is open, and

µ(Ac) = µ(X) − µ(A) > µ(X) − µ(C) − ε = µ(Cc) − ε,
µ(Ac) = µ(X) − µ(A) < µ(X) − µ(U) + ε = µ(U c) + ε.

Hence Ac ∈ R.
Let A1, A2, . . . ∈ R and let ε > 0. Take for each i

Ui open , Ci closed with
Ci ⊂ Ai ⊂ Ui,
µ(Ui) − µ(Ai) < 2−iε, µ(Ai) − µ(Ci) < 2−iε/2.

Then
⋃

iCi ⊂
⋃

iAi ⊂
⋃

i Ui and
⋃

i Ui is open, and

µ(
⋃

i

Ui) − µ(
⋃

i

Ai) ≤ µ
(

∞
⋃

i=1

Ui \
∞
⋃

i=1

Ai

)

≤ µ
(

∞
⋃

i=1

(Ui \ Ai)
)

≤
∞
∑

i=1

µ(Ui \ Ai)

=

∞
∑

i=1

(µ(Ui) − µ(Ai)) <

∞
∑

i=1

2−iε = ε.
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Further, µ(
⋃∞

i=1Ci) = limk→∞ µ(
⋃k

i=1 Ci), hence for some large k, µ(
⋃∞

i=1Ci)−µ(
⋃k

i=1 Ci) <

ε/2. Then C :=
⋃k

i=1Ci ⊂
⋃∞

i=1Ai, C is closed, and

µ(

∞
⋃

i=1

Ai) − µ(C) < µ(

∞
⋃

i=1

Ai) − µ(

∞
⋃

i=1

Ci) + ε/2

≤ µ
(

∞
⋃

i=1

Ai \
∞
⋃

i=1

Ci

)

+ ε/2

≤ µ
(

∞
⋃

i=1

(Ai \ Ci)
)

+ ε/2

≤
∞
∑

i=1

µ(Ai \ Ci) + ε/2

=
∞
∑

i=1

(

µ(Ai) − µ(Ci)
)

+ ε/2 ≤ ε/2 + ε/2.

Hence
⋃∞

i=1Ai ∈ R. Thus R is a σ-algebra.
step2: R contains all open sets: We prove: R contains all closed sets. Let A ⊂ X be

closed. Let Un := {x ∈ X : d(x,A) < 1/n} = {x ∈ X : ∃ a ∈ A with d(a, x) < 1/n},
n = 1, 2, . . .. Then Un is open, U1 ⊃ U2 ⊃ · · · , and

⋂∞
i=1 Ui = A, as A is closed. Hence

µ(A) = limn→∞ µ(Un) = infn µ(Un). So

µ(A) ≤ inf{µ(U) : U ⊃ A, U open} ≤ inf
n
µ(Un) = µ(A).

Hence A ∈ R.
Conclusion: R is a σ-algebra that contains all open sets, so R ⊃ B.

Corollary 2.7. If µ and ν are finite Borel measures on the metric space X and µ(A) = ν(A)
for all closed A (or all open A), then µ = ν.

A finite Borel measure µ on X is called tight if for every ε > 0 there exists a compact set
K ⊂ X such that µ(X \K) < ε, or, equivalently, µ(K) ≥ µ(X) − ε. A tight finite Borel
measure is also called a Radon measure.

Corollary 2.8. If µ is a tight finite Borel measure on the metric space X, then

µ(A) = sup{µ(K) : K ⊂ A, K compact}

for every Borel set A in X.

Proof. Take for every ε > 0 a compact set Kε such that µ(X \Kε) < ε. Then

µ(A ∩Kε) = µ(A \Kc
ε) ≥ µ(A) − µ(Kc

ε) > µ(A) − ε

and

µ(A ∩Kε) = sup{µ(C) : C ⊂ Kε ∩A, C closed}

≤ sup{µ(K) : K ⊂ A, K compact},

because each closed subset contained in a compact set is compact. Combination completes
the proof.
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Of course, if (X, d) is a compact metric space, then every finite Borel measure on X is tight.
There is another interesting case. A complete separable metric space is sometimes called a
Polish space.

Theorem 2.9. If (X, d) is a complete separable metric space, then every finite Borel mea-
sure on X is tight.

We need a lemma from topology.

Lemma 2.10. If (X, d) is a complete metric space, then a closed set K in X is compact
if and only if it is totally bounded, that is, for every ε > 0 the set K is covered by finitely
many balls (open or closed) of radius less than or equal to ε.

Proof. ⇒) Clear: the covering with all ε-balls with centers in K has a finite subcovering.
⇐) Let (xn)n be a sequence in K. For each m ≥ 1 there are finitely many 1/m-balls

that cover K, at least one of which contains xn for infinitely many n. For m = 1 take a
ball B1 with radius ≤ 1 such that N1 := {n : xn ∈ B1} is infinite, and take n1 ∈ N1. Take
a ball B2 with radius ≤ 1/2 such that N2 := {n > n1 : xn ∈ B2 ∩ B1} is infinite, and take
n2 ∈ N2. Take B3, radius ≤ 1/3, N3 := {n > n2 : xn ∈ B3 ∩ B2 ∩ B1} infinite, n3 ∈ N3.
And so on.

Thus (xnk
)k is a subsequence of (xn)n and since xnℓ

∈ Bk for all ℓ ≥ k, (xnk
)k is a

Cauchy sequence. As X is complete, (xn)n converges in X and as K is closed, the limit is
in K. So (xn)n has a convergent subsequence and K is compact.

Proof of Theorem 2.9. We have to prove that for every ε > 0 there exists a compact set K
such that µ(X \K) < ε. Let D = {a1, a2, . . .} be a countable dense subset of X. Then for
each δ > 0,

⋃∞
k=1B(ak, δ) = X. Hence µ(X) = limn→∞ µ(

⋃n
k=1B(ak, δ)) for all δ > 0. Let

ε > 0. Then there is for each m ≥ 1 an nm such that

µ
(

nm
⋃

k=1

B(ak, 1/m)
)

> µ(X) − 2−mε.

Let

K :=
∞
⋂

m=1

nm
⋃

k=1

B(ak, 1/m).

Then K is closed and for each δ > 0,

K ⊂
nm
⋃

k=1

B(ak, 1/m) ⊂
nm
⋃

k=1

B(ak, δ)

if we choose m > 1/δ. So K is compact, by the previous lemma. Further,

µ(X \K) = µ
(

∞
⋃

m=1

(X \
nm
⋃

k=1

B(ak, 1/m))
)

≤
∞
∑

m=1

µ
(

X \
nm
⋃

k=1

B(ak, 1/m)
)

=
∞
∑

m=1

(

µ(X) − µ(
nm
⋃

k=1

B(ak, 1/m))
)

<
∞
∑

m=1

2−mε = ε.
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2.3 Narrow convergence of measures

Let (X, d) be a metric space and denote

Cb(X) := {f : X → R : f is continuous and bounded}.

Each f ∈ Cb(X) is integrable with respect to any finite Borel measure on X.

Definition 2.11. Let µ, µ1, µ2, . . . be finite Borel measures on X. We say that the sequence
(µi)i converges narrowly to µ if

∫

f dµi →

∫

f dµ as i→ ∞ for all f ∈ Cb(X).

We will simply use the notation µi → µ. (There is at most one such a limit µ, as follows from
the metrization by the bounded Lipschitz metric, which is discussed in the next section.)

Narrow convergence can be described by means of other classes of functions than the
bounded continuous ones. Recall that a function f from a metric space (X, d) into R

is called lower semicontinuous (l.s.c.) if for every x, x1, x2, . . . with xi → x one has

f(x) ≤ lim inf
i→∞

f(xi)

and upper semicontinuous (u.s.c.) if

f(x) ≥ lim sup
i→∞

f(xi).

The limits here may be ∞ or −∞ and then the usual order on [−∞,∞] is considered. The
indicator function of an open set is l.s.c. and the indicator function of a closed set is u.s.c.

Proposition 2.12. Let (X, d) be a metric space and let µ, µ1, µ2, . . . be Borel probability
measures on X. The following four statements are equivalent:

(a) µi → µ, that is,
∫

f dµi →
∫

f dµ for every f ∈ Cb(X)

(b)
∫

f dµi →
∫

f dµ for every bounded Lipschitz function f : X → R

(c) lim infi→∞

∫

f dµi ≥
∫

f dµ for every l.s.c. function f : X → R that is bounded from
below

(c’) lim supi→∞

∫

f dµi ≤
∫

f dµ for every u.s.c. function f : X → R that is bounded from
above.

Proof. (a)⇒(b) is clear.
(b)⇒(c): First assume that f is bounded. Define for n ∈ N the Moreau-Yosida approx-

imation
fn(x) := inf

y∈X

(

f(y) + nd(x, y)
)

, x ∈ X.

Then clearly inf f ≤ f0 ≤ f1 ≤ f2 ≤ · · · ≤ f , so that, in particular, fn is bounded for each
n. Further, fn is Lipschitz. Indeed, let u, v ∈ X and observe that for y ∈ X we have

fn(u) −
(

f(y) + nd(v, y)
)

≤
(

f(y) + nd(u, y)
)

−
(

f(y) + nd(v, y)
)

≤ nd(u, v).
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If we take supremum over y we obtain fn(u) − fn(v) ≤ nd(u, v). By changing the role of u
and v we infer

|fn(u) − fn(v)| ≤ nd(u, v),

so fn is Lipschitz.
Next we show that limn→∞ fn(x) = f(x) for all x ∈ X. For x ∈ X and n ≥ 1 there is a

yn ∈ X such that

fn(x) ≥ f(yn) + nd(x, yn) − 1/n ≥ inf f + nd(x, yn) − 1, (1)

so
nd(x, yn) ≤ fn(x) − inf f + 1 ≤ f(x) − inf f + 1 for all n,

hence yn → x as n→ ∞. Then (1) yields

lim inf
n→∞

fn(x) ≥ lim inf
n→∞

f(yn) ≥ f(x),

as f is l.s.c. Since fn(x) ≤ f(x) for all n, we obtain that fn(x) converges to f(x).
Due to the monotone convergence,

∫

fn dµ ↑
∫

f dµ. As f ≥ fn,

lim inf
i→∞

∫

f dµi ≥ lim inf
i→∞

∫

fn dµi =

∫

fn dµ

for all n, by (b). Hence lim infi→∞

∫

f dµi ≥
∫

f dµ.
If f is not bounded from above, let m ∈ N and truncate f at m: f ∧ m = x 7→

min{f(x),m}. The above conclusion applied to f ∧m yields,

∫

f ∧m dµ ≤ lim inf
i→∞

∫

f ∧m dµi ≤ lim inf
i→∞

∫

f dµi

and
∫

f dµ = limm→∞

∫

f ∧m dµ ≤ lim infi→∞

∫

f dµi.
(c)⇔(c’): multiply by −1.
(c)⇒(a): if f is continuous and bounded, we have (c) both for f and −f .

Narrow convergence can also be described as convergence on sets.

Theorem 2.13 (Portmanteau theorem). Let (X, d) be a metric space and let µ, µ1, µ2, . . .
be Borel probability measures on X. The following four statements are equivalent:

(a) µi → µ (narrow convergence)

(b) lim infi→∞ µi(U) ≥ µ(U) for all open U ⊂ X

(b’) lim supi→∞ µi(C) ≤ µ(C) for all closed C ⊂ X

(c) µi(A) → µ(A) for every Borel set A in X with µ(∂A) = 0. (Here∂A = A \A◦.)

Proof. (a)⇒(b): If U is open, then the indicator function 1U of U is l.s.c. So by the previous
proposition,

lim inf
i→∞

µi(U) = lim inf
i→∞

∫

1U dµi ≥

∫

1U dµ = µ(U).

11



(b)⇒(b’): By complements,

lim sup
i→∞

µi(C) = lim sup
i→∞

(

µi(X) − µi(C
c)
)

= 1 − lim inf
i→∞

µi(C
c)

≥ 1 − µ(Cc) = µ(X) − µ(Cc) = µ(C).

(b’)⇒(b): Similarly.
(b)+(b’)⇒(c): A◦ ⊂ A ⊂ A, A◦ is open and A is closed, so by (b) and (b’),

lim supµi(A) ≤ lim supµi(A) ≤ µ(A) = µ(A ∪ ∂A)

≤ µ(A) + µ(∂A) = µ(A),

lim inf µi(A) ≥ lim inf µi(A
◦) ≥ µ(A◦) = µ(A \ ∂A)

≥ µ(A) − µ(∂A) = µ(A),

hence µi(A) → µ(A).
(c)⇒(a): Let g ∈ Cb(X). Idea: we have

∫

f dµi →
∫

f dµ for suitable simple functions;
we want to approximate g to get

∫

g dµi →
∫

g dµ.
Define

ν(E) := µ({x : g(x) ∈ E}) = µ(g−1(E)), E Borel set in R.

Then ν is a finite Borel measure (probability measure) on R and if we take a < −‖g‖∞,
b > ‖g‖∞, then ν(R \ (a, b)) = 0. As ν is finite, there are at most countably many α with
ν({α}) > 0 (see Lemma 2.5). Hence for ε > 0 there are t0, . . . , tm ∈ R such that

(i) a = t0 < t1 < · · · < tm = b,
(ii) tj − tj−1 < ε, j = 1, . . . ,m,
(iii) ν({tj}) = 0, i.e., µ({x : g(x) = tj}) = 0, j = 0, . . . ,m.

Take
Aj := {x ∈ X : tj−1 ≤ g(x) < tj} = g−1([tj−1, tj)), j = 1, . . . ,m.

Then Aj ∈ B(X) for all j and X =
⋃m

j=1Aj . Further,

Aj ⊂ {x : tj−1 ≤ g(x) ≤ tj} (since this set is closed and ⊃ Aj),

A◦
j ⊃ {x : tj−1 < g(x) < tj} (since this set is open and ⊂ Aj),

so

µ(∂Aj) = µ(Aj \ A
◦
j ) ≤ µ({x : g(x) = tj−1 or g(x) = tj})

= µ({x : g(x) = tj−1}) + µ({x : g(x) = tj}) = 0 + 0.

Hence by (e), µi(Aj) → µ(Aj) as i→ ∞ for j = 1, . . . ,m. Put

h :=

m
∑

j=1

tj−11Aj
,

then h(x) ≤ g(x) ≤ h(x) + ε for all x ∈ X. Hence

|

∫

g dµi −

∫

g dµ| = |

∫

(g − h) dµi +

∫

hdµi −

∫

(g − h) dµ−

∫

hdµ|

≤

∫

|g − h|dµi + |

∫

hdµi −

∫

hdµ| +

∫

|g − h|dµ

≤ εµi(X) + |
m
∑

j=1

tj−1

(

µi(Aj) − µ(Aj)
)

| + εµ(X).
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It follows that lim supi→∞ |
∫

g dµi −
∫

g dµ| ≤ 2ε. Thus
∫

g dµi →
∫

g dµ as i→ ∞.

2.4 The bounded Lipschitz metric

Let (X, d) be a metric space. Denote

P = P(X) := all Borel probability measures on X.

We have defined the notion of narrow convergence in P. We will show next that narrow
convergence is induced by a metric, provided that X is separable. This results goes back
to Prokhorov [15]. Instead of Prokhorov’s metric, we will consider the ”bounded Lipschitz
metric” due to Dudley [6], as it is easier to work with. (See also [7, 18].) Denote

BL(X, d) := {f : X → R : f is bounded and Lipschitz}.

Define for f ∈ BL(X, d)
‖f‖BL = ‖f‖∞ + Lip(f),

where
‖f‖∞ := sup

x∈X
|f(x)|

and

Lip(f) := sup
x,y∈X, x 6=y

|f(x) − f(y)|

d(x, y)
= inf{L : |f(x) − f(y)| ≤ Ld(x, y) ∀x, y ∈ X}.

Then ‖ · ‖BL is a norm on BL(X, d). Define for µ, ν ∈ P(X)

dBL(µ, ν) := sup{|

∫

f dµ−

∫

f dν| : f ∈ BL(X, d), ‖f‖BL ≤ 1}.

The function dBL is called the bounded Lipschitz metric on P (induced by d), which makes
sense because of the next theorem.

Theorem 2.14 (Dudley, 1966). Let (X, d) be a metric space.

(1) dBL is a metric on P = P(X).

(2) If X is separable and µ, µ1, µ2, . . . ∈ P, then

µi → µ (narrowly) ⇐⇒ µBL(µi, µ) → 0.

Proof. (See [7, Theorem 11.3.3, p. 395].)
(1): To show the triangle inequality, let µ, ν, η ∈ P(X) and observe that

|

∫

f dµ−

∫

f dη| ≤ |

∫

f dµ−

∫

f dν| + |

∫

f dν −

∫

f dη| ∀f ∈ BL(X, d),

so dBL(µ, η) ≤ dBL(µ, ν) + dBL(ν, η). Clearly, dBL(µ, ν) = dBL(ν, µ) and dBL(µ, µ) = 0. If
dBL(µ, ν) = 0, then

∫

f dµ =
∫

f dν for all f ∈ BL(X, d). Therefore the constant sequence
µ, µ, . . . converges narrowly to ν and ν, ν, . . . converges to µ. The Portmanteau theorem
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then yields ν(U) ≤ µ(U) and µ(U) ≤ ν(U) hence µ(U) = ν(U) for any open U ⊆ X. By
outer regularity of both µ and ν it follows that µ = ν. Thus dBL is a metric on P.

(2): If dBL(µi, µ) → 0, then
∫

f dµi →
∫

f dµ for all f ∈ BL(X, d) with ‖f‖BL ≤ 1 and
hence for all f ∈ BL(X, d). With the aid of Proposition 2.12 we infer that µi converges
narrowly to µ.

Conversely, assume that µi converges narrowly to µ, that is,
∫

f dµi →
∫

f dµ for all
f ∈ Cb(X). Denote

B := {f ∈ BL(X, d) : ‖f‖BL ≤ 1}.

In order to show that dBL(µi, µ) → 0 we have to show that
∫

f dµi converges uniformly in
f ∈ B. If X were compact, we could use the Arzela-Ascoli theorem and reduce to a finite
set of functions f . As X may not be compact, we will first call upon Theorem 2.9.

Let X̂ be the completion of the metric space (X, d). Every f ∈ B extends uniquely to
an f̂ : X̂ → R with ‖f̂‖BL = ‖f‖BL. Also µ extends to X̂ :

µ̂(A) := µ(A ∩X), A ⊆ X̂ Borel.

Let ε > 0. By the lemma, there exists a compact set K ⊆ X̂ such that µ̂(K) ≥ 1 − ε.
The set G := {f̂ |K : f ∈ B} is equicontinuous and uniformly bounded, so by the Arzela-
Ascoli theorem (see [7, Theorem 2.4.7, p. 52]) it is relatively compact in (C(K), ‖ · ‖∞).
Hence there are f1, . . . , fm ∈ B such that

∀f ∈ B ∃ℓ such that ‖f̂ |K − f̂ℓ|K‖∞ < ε (2)

(the ε-balls around the fi cover B). Take N such that

|

∫

X
fℓ dµi −

∫

X
fℓ dµ| < ε

for k = 1, . . . , N and i ≥ N . Let f ∈ B and choose a corresponding ℓ as in (2). Denote

Kε = {x ∈ X : dist(x,K) < ε},

which is an open set in X. (Here dist(x,K) := inf{d(x, y) : y ∈ K}.) For x ∈ Kε, take
y ∈ K with d(x, y) < ε, then

|f(x) − fℓ(x)| ≤ |f(x) − f̂(y)| + |f̂(y) − f̂ℓ(y)| + |f̂ℓ(y) − fℓ(x)|

< Lip(f̂)d(x, y) + ε+ Lip(f̂ℓ)d(y, x)

< 3ε.

Further, X \Kε is closed, so

lim sup
i→∞

µi(X \Kε) ≤ µ(X \Kε) ≤ µ(X \K) = µ̂(X̂ \K) ≤ ε,

so there is an M with µi(X \Kε) ≤ ε for all i ≥M . Hence for i ≥ N ∨M ,

|

∫

X
f dµi −

∫

X
f dµ| ≤ |

∫

X
fℓ dµi −

∫

X
fℓ dµ| +

∫

Kε

|fℓ − f |d(µi + µ)

+

∫

X\Kε

|fℓ − f |d(µi + µ)

< ε+ 6ε +

∫

X\Kε

2 dµi +

∫

X\Kε

2 dµ

≤ 11ε,

hence dBL(µi, µ) ≤ 11ε for i ≥ N ∨M . Thus, dBL(µi, µ) → 0 as i→ ∞.
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Proposition 2.15. Let (X, d) be a separable metric space. Then P = P(X) with the
bounded Lipschitz metric dBL is separable.

Proof. Let D := {a1, a2, . . .} be a countable set in X. Let

M := {α1δa1
+ · · · + αkδak

: α1, . . . , αk ∈ Q ∩ [0, 1],
k
∑

j=1

αj = 1, k = 1, 2, . . .}.

(Here δa denotes the Dirac measure at a ∈ X: δa(A) = 1 if a ∈ A, 0 otherwise.) Clearly,
M ⊂ P and M is countable.

Claim: M is dense in P. Indeed, let µ ∈ P. For each m ≥ 1,
⋃∞

j=1B(aj , 1/m) = X.
Take km such that

µ(

km
⋃

j=1

B(aj , 1/m)) ≥ 1 − 1/m.

Modify the balls B(aj, 1/m) into disjoint sets by takingAm
1 := B(a1, 1/m), Am

j := B(aj, 1/m)\
[
⋃j−1

i=1 B(ai, 1/m)
]

, j = 2, . . . , km. ThenAm
1 , . . . , A

m
km

are disjoint and
⋃j

i=1A
m
i =

⋃j
i=1B(ai, 1/m)

for all j. In particular, µ(
⋃km

j=1A
m
j ) ≥ 1 − 1/m, so

km
∑

j=1

µ(Am
j ) ∈ [1 − 1/m, 1].

We approximate
µ(Am

1 )δa1
+ · · · + µ(Am

km
)δakm

by
µm := αm

1 δa1
+ · · · + αm

km
δakm

,

where we choose αm
j ∈ [0, 1] ∩ Q such that

∑km

j=1 α
m
j = 1 and

km
∑

j=1

|µ(Am
j ) − αm

j | < 2/m.

(First take βj ∈ [0, 1] ∩ Q with
∑km

j=1 |βj − µ(Am
j )| < 1/2m, then

∑

j βj ∈ [1 − 3/2m, 1 +

1/2m]. Take αj := βj/
∑

i βi ∈ [0, 1] ∩ Q, then
∑

j αj = 1 and
∑km

j=1 |βj − αj| = |1 −

1/
∑

i βi|
∑km

j=1 βj = |
∑

i βj − 1| ≤ 3/2m, so
∑km

j=1 |αj − µ(Am
j )| < 1/2m+ 3/2m = 2/m.)

Then for each m, µm ∈ M. To show: µm → µ in P, that is, µn → µ narrowly. Let
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g ∈ BL(X, d). Then

∣

∣

∣

∫

g dµm −

∫

g dµ
∣

∣

∣
=
∣

∣

∣

km
∑

j=1

αm
j g(aj) −

∫

g dµ
∣

∣

∣

≤
∣

∣

∣

km
∑

j=1

µ(Am
j )g(aj) −

∫

g dµ
∣

∣

∣
+ (2/m) sup

j
|g(aj)|

≤
∣

∣

∣

∫ km
∑

j=1

g(aj)1Am
j

dµ−

∫

g dµ
∣

∣

∣
+ (2/m)‖g‖∞

≤
∣

∣

∣

km
∑

j=1

∫

(

g(aj)1Am
j
− g1Am

j

)

dµ−

∫

g1
(
Skm

j=1
)c dµ

∣

∣

∣
+ (2/m)‖g‖∞

≤
km
∑

j=1

sup
x∈Am

j

|g(aj) − g(x)|µ(Am
j ) + ‖g‖∞µ

(

(

km
⋃

j=1

Am
j )c
)

+ (2/m)‖g‖∞

≤
km
∑

j=1

Lip(g)(1/m)µ(Am
j ) + (3/m)‖g‖∞

≤ (3/m)‖g‖BL .

Hence
∫

g dµm →
∫

g dµ as m→ ∞. Thus, µm → µ.

Conclusion. If (X, d) is a separable metric space, then so is P(X) with the induced bounded
Lipschitz metric. Moreover, a sequence in P(X) converges in metric if and only if it con-
verges narrowly and then in both senses to the same limit.

2.5 Measures as functionals

Let (X, d) be a metric space. The space of real valued bounded continuous functions Cb(X)
endowed with the supremum norm ‖ · ‖ is a Banach space. It is sometimes convenient to
apply functional analytic results about the Banach space (Cb(X), ‖ · ‖∞) to the set of Borel
probability measures on X. We will for instance need the Riesz representation theorem
in the proof of Prokhorov’s theorem. Let us consider the relation between measures and
functionals.

Recall that a linear map ϕ : Cb(X) → R is called a bounded functional if

|ϕ(f)| ≤M‖f‖∞ for all f ∈ Cb(X)

for some constant M . The space of all bounded linear functionals on Cb(X) is denoted by

Cb(X)′ := {ϕ : Cb(X) → R : ϕ is linear and bounded}

and called the (Banach) dual space of Cb(X). A norm on Cb(X)′ is defined by

‖ϕ‖ = sup{|ϕ(f)| : f ∈ Cb(X), ‖f‖∞ ≤ 1}, ϕ ∈ Cb(X)′.

A functional ϕ ∈ Cb(X)′ is called positive if ϕ(f) ≥ 0 for all f ∈ Cb(X) with f ≥ 0.
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For each finite Borel measure µ on a metric space (X, d), the map ϕµ defined by

ϕµ(f) :=

∫

f dµ, f ∈ Cb(X),

is linear from Cb(X) to R and

|ϕµ(f)| ≤

∫

|f |dµ ≤ ‖f‖∞µ(X).

Hence ϕµ ∈ Cb(X)′. Further, ‖ϕµ‖ ≤ µ(X) and since ϕµ(1) = µ(X) = ‖1‖∞µ(X) we have

‖ϕµ‖ = µ(X).

Moreover, ϕµ is positive.
Conversely, if X is compact, then Cb(X) = C(X) = {f : X → R : f is continuous} and

every positive bounded linear functional on C(X) is represented by a finite Borel measure
on X. The truth of this statement does not depend on X being a metric space. Therefore
we state it in its usual general form, although we have not formally defined Borel sets, Borel
measures, Cb(X), etc. for topological spaces that are not metrizable. We denote by 1 the
function on X that is identically 1.

Theorem 2.16 (Riesz representation theorem). If (X, d) is a compact Hausdorff space and
ϕ ∈ C(X)′ is positive (that is, ϕ(f) ≥ 0 for every f ∈ C(X) with f ≥ 0) and ϕ(1) = 1,
then there exists a unique Borel probability measure µ on X such that

ϕ(f) =

∫

f dµ for all f ∈ C(X).

(See [16, Theorem 2.14, p. 40].)

Let us next observe that narrow convergence in P(X) corresponds to weak* convergence
in Cb(X)′. The weak* topology on Cb(X)′ is the coarsest topology such that the function
ϕ → ϕ(f) on Cb(X)′ is continuous for every f ∈ Cb(X)′. A sequence ϕ1, ϕ2, . . . in Cb(X)′

converges weak* to ϕ in Cb(X)′ if and only if

ϕi(f) → ϕ(f) as i→ ∞ for all f ∈ Cb(X).

If µ, µ1, µ2, . . . are Borel probability measures on X, it is immediately clear that

µi → µ narrowly in P(X) ⇐⇒ ϕµi
→ ϕµ weak* in Cb(X)′,

where, as before, ϕµi
(f) =

∫

f dµi and ϕµ(f) =
∫

f dµ, f ∈ Cb(X), i ≥ 1.
For the next two theorems see [10, Exercise V.7.17, p. 437] and [17, Theorem 8.13].

Theorem 2.17. If (X, d) is a metric space, then

Cb(X) is separable ⇐⇒ X is compact.

Theorem 2.18. If E is a separable Banach space, then {ϕ ∈ E′ : ‖ϕ‖ ≤ 1} is weak*
sequentially compact.
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Consequently, if (X, d) is a compact metric space, then the closed unit ball of Cb(X)′

is weak* sequentially compact. In combination with the Riesz representation theorem we
obtain the following statements for sets of Borel probability measures.

Proposition 2.19. Let (X, d) be a metric space. If (X, d) is compact, then (P(X), dBL) is
compact, where dBL is the bounded Lipschitz metric induced by d. (Note that any compact
metric space is separable.)

Proof. Assume that (X, d) is compact. Then Cb(X) = C(X) := {f : X → R : f is
continuous}. The unit ball B′ := {ϕ ∈ Cb(X)′ : ‖ϕ‖ ≤ 1} of Cb(X)′ is weak* sequen-
tially compact. As (P(X), dBL) is a metric space, sequentially compactness is equivalent to
compactness. Let (µn)n be a sequence in P(X) and let

ϕn(f) :=

∫

f dµn, n ∈ N.

Then ϕn ∈ B′ for all n. As B′ is weak* sequentially compact, hence there exists a ϕ ∈ B′ and
a subsequence (ϕnk

)k such that ϕnk
→ ϕ in the weak* topology. Then for each f ∈ Cb(X)

with f ≥ 0,
ϕ(f) = lim

k→∞
ϕnk

(f) ≥ 0,

so ϕ is positive. Further, ϕ(1) = limk→∞ ϕnk
(1) = 1. Due to the Riesz representation

theorem there exists a µ ∈ P(X) such that ϕ(f) =
∫

f dµ for all f ∈ C(X) = Cb(X). Since
ϕnk

→ ϕ weak*, it follows that µnk
→ µ narrowly. Thus P(X) is sequentially compact.

2.6 Prokhorov’s theorem

Let (X, d) be a metric space and let P(X) be the set of Borel probability measures on X.
Endow P(X) with the bounded Lipschitz metric induced by d.

In the study of measure valued functions or the limit behavior of stochastic processes
one often needs to know when a sequence of random variables is convergent in distribution
or, at least, has a subsequence that converges in distribution. This comes down to finding
a good description of the sequences in P(X) that have a convergent subsequence or rather
of the relatively compact sets of P(X). Recall that a subset S of a metric space is called
relatively compact if its closure S is compact. The following theorem by Yu.V. Prokhorov
[15] gives a useful description of the relatively compact sets of P(X) in case X is separable
and complete. Let us first attach a name to the equivalent condition.

Definition 2.20. A set Γ of Borel probability measures on X is called tight if for every
ε > 0 there exists a compact subset K of X such that

µ(K) ≥ 1 − ε for all µ ∈ Γ.

(Also other names and phrases are in use instead of ‘Γ is tight’: ‘Γ is uniformly tight’, ‘Γ
satisfies Prokhorov’s condition’, ‘Γ is uniformly Radon’, and maybe more).

Remark. We have shown already: if (X, d) is a complete separable metric space, then {µ}
is tight for each µ ∈ P(X) (see Theorem 2.9).

Theorem 2.21 (Prokhorov, 1956). Let (X, d) be a complete separable metric space and let
Γ be a subset of P(X). Then the following two statements are equivalent:
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(a) Γ is compact in P(X).

(b) Γ is tight.

Let us first remark here that completeness of X is not needed for the implication (b)⇒(a).
The proof of the theorem is quite involved. We start with the more straightforward impli-
cation (a)⇒(b).

Proof of (a)⇒(b). Claim: If U1, U2, . . . are open sets in X that cover X and if ε > 0, then
there exists a k ≥ 1 such that

µ(

k
⋃

i=1

Ui) > 1 − ε for all µ ∈ Γ.

To prove the claim by contradiction, suppose that for every k ≥ 1 there is a µk ∈ Γ with
µk(
⋃k

i=1 Ui) ≤ 1 − ε. As Γ is compact, there is a µ ∈ Γ and a subsequence with µkj
→ µ.

For any n ≥ 1,
⋃n

i=1 Ui is open, so

µ(
n
⋃

i=1

Ui) ≤ lim inf
j→∞

µkj
(

n
⋃

i=1

Ui)

≤ lim inf
j→∞

µkj
(

kj
⋃

i=1

Ui) ≤ 1 − ε.

But
⋃∞

i=1 Ui = X, so µ(
⋃n

i=1 Ui) → µ(X) = 1 as n → ∞, which is a contradiction. Thus
the claim is proved.

Now let ε > 0 be given. Take D = {a1, a2, . . .} dense in X. For every m ≥ 1 the open
balls B(ai, 1/m), i = 1, 2, . . ., cover X, so by the claim there is a km such that

µ
(

km
⋃

i=1

B(ai, 1/m)
)

> 1 − ε2−m for all µ ∈ Γ.

Take

K :=

∞
⋂

m=1

km
⋃

i=1

B(ai, 1/m).

Then K is closed and for each δ > 0 we can take m > 1/δ and obtain K ⊂
⋃km

i=1B(ai, δ), so
that K is totally bounded. Hence K is compact, since X is complete. Moreover, for each
µ ∈ Γ

µ(X \K) = µ
(

∞
⋃

m=1

[

km
⋃

i=1

B(ai, 1/m)
]c)

≤
∞
∑

m=1

µ
([

km
⋃

i=1

B(ai, 1/m)
]c)

=
∞
∑

m=1

(

1 − µ
(

km
⋃

i=1

B(ai, 1/m)
))

<

∞
∑

m=1

ε2−m = ε.
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Hence Γ is tight.

The proof that condition (b) implies (a) is more difficult. We will follow the proof from
[14], which is based on compactifications. We have shown already that if X is compact,
then P(X) is compact (see Proposition 2.19). In that case (a) trivially holds. In the cases
that we want to consider, X will not always be compact. We can reduce to the compact
case by considering a compactification of X.

Lemma 2.22. If (X, d) is a separable metric space, then there exist a compact metric space
(Y, δ) and a map T : X → Y such that T is a homeomorphism from X onto T (X).

(T is in general not an isometry. If it were, thenX complete ⇒ T (X) complete ⇒ T (X) ⊂ Y
closed ⇒ T (X) compact, which is not true for, e.g., X = R.)

Proof. Let Y := [0, 1]N = {(ξi)
∞
i=1 : ξi ∈ [0, 1] ∀i} and

δ(ξ, η) :=
∞
∑

i=1

2−i|ξi − ηi|, ξ, η ∈ Y.

Then δ is a metric on Y , its topology is the topology of coordinatewise convergence, and
(Y, δ) is compact.

Let D = {a1, a2, . . .} be dense in X and define

αi(x) := min{d(x, ai), 1}, x ∈ X, i = 1, 2, . . . .

Then for each k, αk : X → [0, 1] is continuous. For x ∈ X define

T (x) := (αi(x))
∞
i=1 ∈ Y.

Claim: for any C ⊂ X closed and x 6∈ C there exist ε > 0 and i such that

αi(x) ≤ ε/3, αi(y) ≥ 2ε/3 for all y ∈ C.

To prove the claim, take ε := min{d(x,C), 1} ∈ (0, 1]. Take i such that d(ai, x) < ε/3.
Then αi(x) ≤ ε/3 and for y ∈ C we have

αi(y) = min{d(y, ai), 1} ≥ min{(d(y, x) − d(x, ai)), 1}

≥ min{(d(x,C) − ε/3), 1}

≥ min{2ε/3, 1} = 2ε/3.

In particular, if x 6= y then there exists an i such that αi(x) 6= αi(y), so T is injective.
Hence T : X → T (X) is a bijection. It remains to show that for (xn)n and x in X:

xn → x ⇐⇒ T (xn) → T (x).

If xn → x, then αi(xn) → αi(x) for all i, so δ(T (xn), T (x)) → 0 as n→ ∞.
Conversely, suppose that xn 6→ x. Then there is a subsequence such that x 6∈ {xn1

, xn2
, . . .}.

Then by the claim there is an i such that αi(x) ≤ ε/3 and αi(xnk
) ≥ 2ε/3 for all k, so that

αi(xnk
) 6→ αi(x) as k → ∞ and hence T (xnk

) 6→ T (x).

We can now complete the proof of Prokhorov’s theorem.
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Proof of (b)⇒(a). We will show more: If (X, d) is a separable metric space and Γ ⊂ P(X)
is tight, then Γ is compact. Let Γ ⊂ P(X) be tight. First observe that Γ is tight as well.
Indeed, let ε > 0 and let K be a compact subset of X such that µ(K) ≥ 1− ε for all µ ∈ Γ.
Then for every µ ∈ Γ there is a sequence (µn)n in Γ that converges to µ and then we have
µ(K) ≥ lim supn→∞ µn(K) ≥ 1 − ε.

Let (µn)n be a sequence in Γ. We have to show that it has a convergent subsequence.
Let (Y, δ) be a compact metric space and T : X → Y be such that T is a homeomorphism
from X onto T (X). For B ∈ B(Y ), T−1(B) is Borel in X. Define

νn(B) := µn(T−1(B)), B ∈ B(Y ), n = 1, 2, . . . .

Then ν ∈ P(Y ) for all n. As Y is a compact metric space, P(X) is a compact metric space,
hence there is a ν ∈ P(Y ) and a subsequence such that νnk

→ ν in P(Y ). We want to
translate ν back to a measure on X. Set Y0 := T (X).

Claim: ν is concentrated on Y0 in the sense that there exists a set E ∈ B(Y ) with
E ⊂ Y0 and ν(E) = 1.

If we assume the claim, define

ν0(A) := ν(A ∩ E), A ∈ B(Y0).

(Note: A ∈ B(Y0) ⇒ A ∩ E Borel in E ⇒ A ∩ E Borel in Y , since E is a Borel subset of
Y .) The measure ν0 is a finite Borel measure on Y0 and ν0(E) = ν(E) = 1. Now we can
translate ν0 back to

µ(A) := ν0(T (A)) = ν0((T
−1)−1(A)), A ∈ B(X).

Then µ ∈ P(X). We want to show that µnk
→ µ in P(X). Let C be closed inX. Then T (C)

is closed in T (X) = Y0. (T (C) need not be closed in Y .) Therefore there exists Z ⊂ Y closed
with Z ∩ Y0 = T (C). Then C = {x ∈ X : T (x) ∈ T (C)} = {x ∈ X : T (x) ∈ Z} = T−1(Z),
because there are no points in T (C) outside Y0, and Z ∩ E = T (C) ∩ E. Hence

lim sup
k→∞

µnk
(C) = lim sup

k→∞
νnk

(Z)

≤ ν(Z)

= ν(Z ∩ E) + ν(Z ∩ Ec) = ν(T (C) ∩E) + 0

= ν0(T (C)) = µ(C).

So µnk
→ µ.

Finally, to prove the claim we use tightness of Γ. For each m ≥ 1 take Km compact in
X such that µ(Km) ≥ 1 − 1/m for all µ ∈ Γ. Then T (Km) is a compact subset of Y hence
closed in Y , so

ν(T (Km)) ≥ lim sup
k→∞

νnk
(T (Km))

≥ lim sup
k→∞

µnk
(Km) ≥ 1 − 1/m.

Take E :=
⋃∞

m=1Km. Then E ∈ B(Y ) and ν(E) ≥ ν(Km) for all m, so ν(E) = 1.
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Example. Let X = R, µn(A) := n−1λ(A∩ [0, n]), A ∈ B(R). Here λ denotes Lebesgue mea-
sure on R. Then µn ∈ P(R) for all n. The sequence (µn)n has no convergent subsequence.
Indeed, suppose µnk

→ µ, then

µ((−N,N)) ≤ lim inf
n→∞

µn((−N,N))

= lim inf
n→∞

n−1λ([0, N ]) = lim inf
n→∞

N/n = 0,

so µ(R) = supN≥1 µ((−N,N)) = 0. There is leaking mass to infinity; the set {µn : n =
1, 2, . . .} is not tight.

2.7 Marginals and disintegration

This section contains some basic and some advanced concepts from measure theory. We
begin by recalling image measures and product measures.

Let (X,A, µ) be a measue space and let (T,B) be a measurable space. Recall that a
map r : X → T is called measurable if r−1(B) ∈ A for every B ∈ B. The measure µ is
mapped under r to a measure r#µ on T given by

r#µ(B) := µ(r−1(B)), B ∈ B.

The measure r#µ is called the push forward or image measure of µ under r. Then for
B ∈ B,
∫

T
1B(t) dr#µ(t) = r#µ(B) = µ(r−1(B)) =

∫

1r−1(B)(x) dµ(x) =

∫

X
1B(r(x)) dµ(x),

and by linear combinations and monotone convergence theorem this generalizes to
∫

T
f(t) dr#µ(t) =

∫

X
f(r(x)) dµ(x)

for each Borel measurable f : T → [0,∞] and then also for each Borel function f which is
integrable with respect to r#µ.

If Ω,F ,P) is a probability space, then a (real valued) random variable is a Borel mea-
surable function f : Ω → R. The image measure f#P is called the (probability) law or
distribution of f .

Lemma 2.23. If (Xi,Ai), i = 1, 2, 3, are measurable spaces, f i : Xi → Xi+1, i = 1, 2, are
measurable maps, and µ is a measure on A1, then

f2
#(f1

#µ) = (f2 ◦ f1)#µ.

Given two measure spaces (X,A, µ) and (Y,B, ν), one can construct the product space
of these two. A subset of X × Y is called a rectangle if it is of the form A × B for some
A ∈ A and B ∈ B. The σ-algebra in X×Y generated by the rectangles is called the product
σ-algebra, denoted A⊗ B. On the rectangles we can define

γ(A×B) = µ(A)ν(B)

and extend γ by Carathéodory’s extension theorem to a measure on A ⊗ B, called the
product measure of µ and ν and denoted µ⊗ ν.
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If γ is a measure on X × Y (more correctly, on A ⊗ B), then its first marginal or
X-marginal is the measure µ defined by

µ(A) = γ(A× Y ), A ∈ A,

and the second marginal or Y -marginal of γ is given by

ν(B) = γ(X ×B), B ∈ B.

Clearly the product measure µ ⊗ ν has marginals µ and ν, but there may be many more
measures with these marginals.

The marginals of a measure γ on X × Y are image measures under the coordinate
projections. Define π1(x, y) = x and π2(x, y) = y, (x, y) ∈ X × Y , then π1

#γ is the first

marginal of γ and π2
#γ the second marginal.

Obviously, the concept of marginals applies to larger products. If (Xi,Ai), i = 1, . . . , n
are measurable spaces and if γ is a measure on A1⊗· · ·⊗An, then πj

#γ is the jth marginal

of γ, where πj(x1, . . . , xn) = xj. From Lemma 2.23 it is clear that

π1
#π

1,3
# γ = π1

#γ,

where π1,3(x1, . . . , xn) = (x1, x3), and that the obvious similar formulas hold as well.

Next we will consider disintegration. Consider two probability spaces (X,A, µ) and
(Y,B, ν). If for each x ∈ X a probability measure νx on B is given such that x 7→ νx(B) is
measurable for all B ∈ B, then

γ(C) :=

∫

X
1C(x, y) dνx(y) dµ(x), C ∈ A⊗ B,

defines a probability measure on the productX×Y . How many of the probability measures
on X × Y can we construct this way? The answer is: all of them, provided the spaces X
and Y are sufficiently nice.

Theorem 2.24 (Disintegration, product form). Let (X, dX ) and (Y, dY ) be two separable
complete metric spaces. Let γ ∈ P(X × Y ) and µ(A) = γ(A× Y ) for A ⊆ X Borel. Then
for every x ∈ X there exists a νx ∈ P(Y ) such that

(i) x→ νx(B) : X → R is BX-measurable for every B ∈ BY , and

(ii)

∫

X×Y
f(x, y) dγ(x, y) =

∫

X

(
∫

Y
f(x, y) dνx(y)

)

dµ(x) for every Borel measurable f :

X × Y → [0,∞].

If we make a picture of the situation of the theorem with X a horizontal line segment,
Y a vertical line segment and X × Y a rectangle, then γ is a measure on the rectangle.
For each subset A of X we can consider the vertical ‘strip’ A × Y . Its γ-measure will be
the marginal measure µ of the set A. The measure νx can be viewed as a measure on the
vertical line above x. The theorem says that if we integrate for each x over the vertical
line above x with respect to νx and then integrate these values over X with respect to µ,
we retrieve the integral over the rectangle with respect to γ. It is probably superfluous to
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mention that an entirely similar theorem holds true where the inner integral runs over X
and the outer integral over Y .

The above disintegration theorem for product spaces is a special case of the next the-
orem. In a picture we can imagine that instead of considering a rectangle divided into
vertical lines we can take a different shape composed of disjoint curved lines. The next
theorem gives a rigorous formulation of such a situation. The set Z replaces the product
X × Y and the map π replaces the coordinate projection on X. As we do not have the
second coordinate space Y anymore, the measures νx will be measures on the whole space
Z, but concentrated on π−1({x}). This more general form also includes the case similar to
the above theorem with the order of integration interchanged.

Theorem 2.25 (Disintegration, general form). Let (Z, dZ ) and (X, dX ) be separable com-
plete metric spaces, let π : Z → X be a Borel map, let γ ∈ P(Z), and let µ(A) := γ(π−1(A)),
A ⊆ X Borel. Then for every x ∈ X there exists a νx ∈ P(Z) such that

(i) νx is concentrated on π−1({x}), that is, νx(Z \ π−1({x})) = 0 for µ-almost every
x ∈ X,

(ii) z 7→ νπ(x)(C) : Z → R is Borel measurable for every Borel C ⊆ Z, and

(iii)

∫

Z
f(z) dη(z) =

∫

X

(

∫

π−1({x})
f(y) dνx(y)

)

dµ(x).

The double integral at the right hand side can be rewritten. Firstly, the measure νx

is concentrated on π−1({x}), so that the set of integration in the inner integral may be
replaced by Z. Secondly, µ is the push forward of γ under π and the outer integral can
therefore be transformed to an integral over Z, Thus the equality of (iii) becomes

∫

Z
f(z) dη(z) =

∫

Z

(
∫

Z
f(y) dνπ(z)(y)

)

dγ(z).

In this form it is clear that the inner integral at the right hand side is an integrable function
of the variable z.

A dsicussion with proofs can be found in [7, Section 10.2, p. 341–351] or [5, III.70–74].
We will prove the general form at the end of the next section.

2.8 Conditional probabilities

Disintegration is closely related to the concept of regular conditional probabilities in prob-
ability theory. In fact, the disintegration theorems of the previous section follow from a
theorem on existence of regular conditional probabilities. Since it is a fundamental concept
in advanced probability theory and clarifies the importance of the underlying spaces being
complete separable metric spaces, we include a discussion of regular conditional probabil-
ities and an existence proof here. We begin with a discussion on conditional expectation.

Let (Ω,F ,P) be a probability space. Consider a (real valued) random variable f on
Ω, that is, f is an F-Borel measurable function from Ω to R. For an interpretation, the
probability space may be seen as a lottery. It draws outcomes ω from Ω inexhaustibly, some
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of them being more likely than others. The distribution of the likelyness is given by the
measure P. The probability at each time that the outcome ω will lie in a set A from F is
P(A). The value of the random variable f will be f(ω), if the outcome of the lottery is ω.
The expected (average) value of f (after very many drawings of the lottery) is

Ef :=

∫

f(ω) dP(ω) =

∫

R

x df#P(x).

The probability that the value of f will be in a Borel set B of R is P({ω ∈ Ω: f(ω) ∈ B}),
which equals f#P(B). Often one abbreviates

{f ∈ B} := {ω ∈ Ω: f(ω) ∈ B}.

The probability that f is in B can be recovered from the expected value of the random
variable 1B , since

P(f ∈ B) =

∫

Ω
1{f∈B} dP = E1{f∈B}.

Consider a set A ∈ F and its complement Ac = Ω \ A. Suppose that for each drawing
of the lottery someone tells us whether ω is in A or not. Then we still don’t know what
the value of f will be, but we can give a more precise expected average than Ef . Indeed,
if ω is in A, then the expected value of f will be the average value of f on A, which is
∫

A f(ξ) dP(ξ)/P(A). If ω is said to be in Ac the expected value is
∫

Ac f(ξ) dP(ξ). The
combination of these two values is called the conditional expectation of f conditional on
the information ω ∈ A or ω ∈ Ac. Notice that the conditional expectation is not just a
number, but depends on ω. It is itself a random variable.

Of course one can easily extend to the case that the given information is whether ω is
in A1 or A2 or . . . in An, where A1 . . . , An are disjoints sets with A1 ∪ · · · ∪ An = Ω. The
conditional expectation g of f is now equal to

∫

Ai
f(ω) dP(ω)/P(Ai) if ω ∈ Ai. This can be

written in one formula as

g(ω) =
n
∑

i=1

∫

Ai

f(ξ) dP(ξ)/P(Ai)1Ai
(ω).

It is easily observed that the conditional expectation g is the unique function that g such
that g is constant on each Ai and on that set the average of g equals that of f , which comes
down to

∫

Ai
g dP =

∫

Ai
f dP for i = 1, . . . , n.

The situation is more difficult if there are infinitely many sets A involved. For instance,
if Ω = [0, 1] it could be that someone tells us if ω is between 0 and 1/3, between 1/3 and 2/3
or between 2/3 and 1. In the first case we are also told whether ω is in [0, 1/9), [1/9, 2/9)
or [2/9, 1/3) and in the third case whether ω is in [2/3, 2/3+1/9), [2/3+1/9, 2/3+2/9) or
[2/3+2/9, 1]. In each of the cases [0, 1/9), [2/9, 1/3), [2/3, 2/3+1/9), and [2/3+2/9, 1] we
get the information in which of the three equal parts ω is and then for each first and third
part of the subinterval again information in which of the three equal parts, and so on. An
explicit formula for the conditional expectation is now more difficult. In the general setting,
the information given is described by a sub-σ-algebra C of F . We suppose that for each
A ∈ C we are told whether ω is in A or not. In the case of the finite partition A1, . . . , An,
C will simply be the (finite) σ-algebra generated by these sets. Knowing whether ω ∈ Ai

or nor for each i is equivalent to knowing it for each set of the σ-algebra. It may not
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be possible to partition Ω into smallest disjoint pieces of C. Instead of saying that the
conditional expectation should be constant on each of the pieces of a disjoint partition we
require instead that it should be C measurable. In the above cases of finitely many sets this
condition is equivalent. Thus we arrive at the following definition.

Definition 2.26. Let (Ω,F ,P) be a probability space, let f : Ω → R be a random variable,
and let C be a sub-σ-algebra of F . The conditional expectation of f given C, denoted E[f |C]
is a random variable on Ω such that

(a) E[f |C] is C-measurable

(b)

∫

A
E[f |C] dP =

∫

A
f dP for all A ∈ C.

It is a consequence of the Radon-Nikodym theorem that E[f |C] exists for each F-
measurable f with

∫

|f | dP < ∞ and that it is unique up to P-almost everywhere equality.
Furthermore, f 7→ E[f |C] in linear from the vector space of F-measurable P-integrable
functions to the vector space of C-measurable P-integrable functions, E[1|C] = 1 a.e. on Ω,
and if f ≤ g a.e. on Ω, then E[f |C] ≤ E[g|C] a.e. on Ω. The following lemma is sometimes
useful.

Lemma 2.27 (Monotone convergence for conditional expectations). Let (Ω,F ,P) be a
probability space, let f1, f2, . . . be positive F-measurable P-integrable functions on Ω and let
C be a sub-σ-algebra of F . If fk ≤ fk+1 a.e. for each k and f = limk→∞ fk a.e., then

E[f |C] = lim
k→∞

E[fk|C] a.e. on Ω.

Proof. Denote gk = E[fk|C], k ∈ N. We have 0 ≤ gk ≤ gk+1 a.e. for all k. Let g := supk∈N gk.
Then g is C-measurable and positive a.e. By means of the monotone convergence theorem
applied to f and to g we obtain that

∫

C
g dP = lim

k

∫

C
gk dP =

∫

C
fk dP =

∫

C
f dP,

for every C ∈ C, which means that g is (a.e. equal to) the conditional expectation of f given
C.

Is there a similar concept of conditional probability? If we throw a dice and someone
tells us that the outcome is odd, we know what the probability is that the outcome is 1, 2,
3, 4, 5 or 6. In the general setting of a random variable f on a probabiity space (Ω,F ,P)
and a sub-σ-algebra C of F a reasonable definition of the conditional probability that f ∈ B
given C would be

Pf |C(B) = E[1{f∈B}|C].

This leads to serious technical difficulties. To make sense, the conditional probabilities that
f is in B or not in B should add up to 1. More generally, given that we know for each ω
whether it is in C or not for every C ∈ C, the probability that f ∈ B should give a probability
measure on the collection of Borel sets B of R. The random variable E[1{f∈B}|C], however,
is only determined up to P-almost everywhere equality. This means that for a Borel set
B ⊆ R the conditional probabilities that f ∈ B or f 6∈ B need not add up to 1 on a subset
of Ω of measure 0. Of course we can ignore this set. However, the collection of all Borel
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sets B of R is uncountable, so we can not simply take union of all exception sets of measure
0 to make sure that the conditional probability is a probablity measure for almost every ω
in Ω. We will list the desired properties of conditional probabilities in the next definition
and then study its existence. Instead of only real-valued random variables we may as well
consider random variables with values in Rn or even more general metric spaces.

Definition 2.28. Let (Ω,F ,P) be a probability space, (T,B) a measure space, F : Ω → T a
measurable map, and C ⊆ F a sub-σ-algebra. A (regular) conditional probability distribution
for F given C is a function Pf |C : B × Ω → [0, 1] such that

(a) B 7→ Pf |C(B,ω) is a probability measure on B for P-almost every ω ∈ Ω

(b) For every B ∈ B the map ω 7→ Pf |C(B,ω) is C-measurable and

Pf |C(B,ω) = E[1{F∈B}|C](ω) for P-almost every ω ∈ Ω.

A regular conditional probability distribution does not always exist. As pointed out
above, the difficulty in the definition is that there may be uncountably many sets B in B.
It turns out that a regular conditional probability can be constructed if the sets of B can
suitably be approximated by sets of a countable subcollection. It is here where topology
starts playing a role. Such an approximation by a countable collection can be carried out
if T is a separable complete metric space.

Theorem 2.29 (Existence of regular conditional probabilities). If T is a separable complete
metric space, B its Borel σ-algebra, (Ω,F ,P) a probability space, F : Ω → T a measurable
map, and C a sub-σ-algebra of F , then there exists a regular conditional probability distri-
bution Pf |C for F given C on B × Ω. It is unique in the following sense: if P ′ is another
regular conditional probability distribution for F given C, then for P-a.e. ω ∈ Ω we have

P ′(B,ω) = Pf |C(B,ω) for all B ∈ B.

In the proof of the theorem we will need the following lemma. Recall that a collection
V of subsets of a set T is called an algebra if it contains the empty set, T \ A ∈ V for all
A ∈ V and A ∪B ∈ V for all A,B ∈ V.

Lemma 2.30. If V and D are two algebras of subsets of a separable complete metric space
T , V ⊆ D and µ : D → [0,∞) is (finitely) additive and for every B ∈ V we have

µ(B) = sup{µ(B) : K ⊆ B, K ∈ D, K compact},

then µ is σ-additive on V.

Proof. Suppose not: there are B1, B2, . . . in V disjoint and B ∈ V such that B =
⋃∞

i=1Bi

and δ := µ(B) −
∑∞

i=1 µ(Bi) > 0. Let Ck := B \
⋃k

j=1Bj . Then Ck ∈ V, Ck ⊇ Ck+1,
⋂∞

k=1Ck = ∅, and µ(Ck) ≥ δ for all k. Take for each k a compact set Kk ∈ D with Kk ⊆ Ck

such that µ(Ck \Kk) < 2−kδ/2. Then

µ(K1 ∩ · · · ∩Kn) = µ((C1 ∩ · · · ∩ Cn) \
n
⋃

k=1

(Ck \Kk))

≥ µ(Cn) −
n
∑

k=1

µ(Ck \Kk)

≥ µ(Cn) − δ/2 ≥ δ/2,
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so K1 ∩ · · · ∩Kn 6= ∅ for all n. Since the sets Kk are compact it follows that
⋂∞

k=1Kk 6= ∅.
This contradicts Ck ⊇ Kk and

⋂∞
k=1Ck = ∅.

Proof of Theorem 2.29. Choose a countable dense subset {t1, t2, . . .} of T . Let

U := {Br(tk) : k ∈ N, r ∈ Q, r ≥ 0},

where Br(t) denotes the open ball in T with center t and radius r. The collection U is
countable and generates the σ-algebra B. Let V be the algebra generated by U . Then
also V is countable. (Indeed, there are finite U1 ⊆ U2 ⊆ · · · such that U =

⋃∞
k=1 Uk. The

algebra Vk genereted by Uk is also finite and
⋃∞

k=1 Vk is an algebra and equals V. Hence V is
countable.) The image measure µF = F#P of P under F is a Borel probability measure on
T and since T is separable and complete µF is tight. Hence for every B ∈ V we can choose
a sequence B1 ⊆ B2 ⊆ B3 ⊆ · · · of compact sets in T with Bk ⊆ B for every k such that
µF (B) = limk→∞ µF (Bk). Then the functions 1{F∈Bk} increase in k and converge P-a.e. to
1{F∈B}. Due to mononote convergence for conditional expectations,

E[1{F∈Bk}|C] → E[1{F∈B}|C].

Let D be the algebra of subsets of T generated by V and by the compact sets of each of the
sequences B1 ⊆ B2 ⊆ that have chosen above for each B ∈ V. Then D is countable.

For each set D ∈ D the conditional expectation E[1{F∈D}|C] is determined up to P-a.e.
equality. Let us fix for each D ∈ D a particular choice of E[1{F∈D}|C] on Ω and define

Pf |C(D,ω) := E[1{F∈D}|C], ω ∈ Ω.

We claim that there exists a subset W ∈ F with P(W ) = 0 such that

(1) For every D ∈ D, ω 7→ PF |C(D,ω) is C-measurable;

(2) For every D ∈ D, PF |C(D,ω) ≥ 0 for all ω ∈ Ω \W ;

(3) PF |C(T, ω) = 1 and PF |C(∅, ω) = 0 for all ω ∈ Ω \W ;

(4) For every D1, . . . ,Dn in D disjoint,

PF |C(D1 ∪ · · · ∪Dn, ω) =

n
∑

j=1

PF |C(Dj , ω) for all ω ∈ Ω \W ;

(5) For each B ∈ V with the sequence(Bj) corresponding to B as chosen above,

PF |C(B,ω) = lim
j→∞

E[1{F∈Bj}|C](ω) for all ω ∈ Ω \W.

Indeed, the functions ω 7→ PF |C(D,ω), D ∈ D, defined above satisfy all these properties if
‘for all ω ∈ Ω\W ’ is replaced by ‘for P-almost every ω in Ω’. Since there are only countably
many sets D in D, we can take W to be the union of all the exception sets in the ‘P-almost
everywhere’ relations. Then P(W ) = 0 and (1)–(5) hold.

Next we extend the definition of PF |C(B,ω) to all B ∈ B and show it to be a probability
measure. Because of (2), (3), and (4), the map D 7→ PF |C(D,ω) is additive and positive.
Because of the lemma and property (5), for every ω ∈ Ω \W the map D 7→ PF |C(D,ω)
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is σ-additive on the algebra V. By the Carathéodory extension theorem, it extends to a
σ-additive measure µω on the σ-algebra generated by V, which is B as B ⊇ V ⊇ U and U
generates B. Clearly µω(T ) = 1, by (3). We show that (B,ω) 7→ µω(B) has the desired
properties of the regular conditional expectation.

Let

E := {B ∈ B : ω 7→ µω(B) is C-measurable and

µω(B) = E[1{F∈B}|C](ω) for P-a.e. ω ∈ Ω}.

Then E ⊇ V since µω(B) = PF |C(B,ω) = E[1{F∈B}|C] for B ∈ V and we have (1). Also,
E is a σ-algebra. For a proof, notice that ∅ ∈ V ⊆ E and that for B ∈ E we have that
ω 7→ µω(T \B) = 1 − µω(B) is C-measurable and

µω(T \B) = 1 − µω(B) = 1 − E[1{F∈B}|C](ω)

= E[1Ω − 1{F∈B}|C](ω) = E[1Ω\{F∈B}|C](ω)

= E[1{F∈T\B}|C](ω) a.e. ω ∈ Ω,

so that T \ B ∈ E . Further, if B1, B2, . . . ∈ E are disjoint, B =
⋃∞

k=1Bk, then µω(B) =
∑∞

k=1 µω(Bk) for almost every ω ∈ Ω, so ω → µω(B) is C-measurable, and by the monotone
convergence theorem for conditional expectations,

µω(B) =

∞
∑

k=1

E[1{F∈Bk}|C](ω) = E[

∞
∑

k=1

1{F∈Bk}|C](ω)

= E[1S

∞

k=1
{F∈Bk}|C](ω) = E[1{F∈B}|C](ω) a.e. ω ∈ Ω,

so B ∈ E . Hence E is a σ-algebra. Since B is the smallest σ-algebra containing U and E is
a σ-algebra containing V ⊇ U , we conclude that E ⊇ B. Hence every B ∈ B satisfies the
two properties in the definition of E , which means that

(B,ω) 7→ PF |C(B,ω) := µω(B)

is a regular conditional probability distribution for F given C.
To see the uniqueness, we use that P ′(B,ω) = E[1{F∈B}|C](ω) for almost every ω ∈ Ω

and every B ∈ B. Since V is countable we can combine the exception sets for B ∈ V and
obtain aW ′ ∈ F with P(W ′) = 0 such that P ′(B,ω) = PF |C(B,ω) for every ω ∈ Ω\(W∪W ′)
for every B ∈ V. Now fix ω ∈ Ω\(W∪W ′). Since P ′(·, ω) and PF |C(·, ω) are both probability
measures on B and V is an algebra generating B on which they coincide, they must be equal
on B (by a uniqueness theorem related to Carathéodory’s extension). Hence for P-almost
every ω ∈ Ω we have

P ′(B,ω) = PF |C(B,ω) for all B ∈ B.

Let us next show how the disintegration theorem follows from the existence of regular
conditional probabilities.

Proof of disintegration theorem, general form. Take (Ω,F ,P) = (Z,BZ , γ), C = {π−1(A) : A ∈
BX}, (T,B) = (Z,BZ), and F (z) = z for all z ∈ Z. Then the regular conditional probability
PF |C : BZ × Z → [0, 1] exists.
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For each B ∈ BZ , z 7→ PF |C(B, z) and z 7→ E[1{F∈B}|C](z) are equal γ-almost everywhere
on Z. Both are C-measurable and therefore constant on each set of the form π−1({x}),
where x ∈ X. (Otherwise the subset of π−1({x}) where it equals one of the different values
would be a non-empty strict subset, but there is no Borel set A in R for which π−1(A)
is a non-empty strict subset of π−1({x}), which contradicts the C-measurability.) From
constant and almost everywhere equal, it also follows that PF |C(B, z) = E[1{F∈B}|C](z) for
all z ∈ π−1({x}) (and not just for almost all z).

Let Z1 be the set of all z ∈ Z for which B 7→ PF |C(B, z) is a probability measure.
Then γ(Z1) = 1. Let X1 be set of all x ∈ X for which there exists a z ∈ π−1({x}) with
z ∈ Z1. Then µ(X1) = 1. Indeed, for every z ∈ π−1(X \ X1) the set π−1{π(z)} doesnot
contain an element of Z1, so z ∈ Z \ Z1, hence π−1(X \ X1) ⊆ Z \ Z1 and therefore
µ(X \X1) = γ(π−1(X \X1)) ≤ γ(Z \ Z1) = 0.

For x ∈ X1 we can now unambiguously define

νx(B) := PF |C(B, z), B ∈ BZ ,

for some z ∈ π−1({x}) ∩ Z1. Fix any probability measure ν ′ on BZ . For x ∈ X \ X1 we
define νx := ν ′.

Then clearly for x ∈ X, νx is a Borel probability measure on Z. For x ∈ X1, we have
for some z ∈ π−1({x}) that

νx(Z \ π−1({x}) = PF |C(Z \ π−1({x}), z)

= E[1{F∈Z\π−1({x})}|C](z)

= E[1Z\π−1({x})|C](z)

= 1Z\π−1({x})(z) = 0,

where we used that Z \ π−1({x}) = π−1(X \ {x}) ∈ C. Hence νx is concentrated on
Z \ π−1({x}) for all x ∈ X1.

For any B ∈ BZ we have that z 7→ νπ(z)(B) = PF |C(B, z)1Z1
(z) + ν ′1Z\Z1

(z), which is
BZ measurable.

Finally, for B ∈ BZ ,
∫

X

∫

π−1({x})
1B(y) dνx(y) dµ(x) =

∫

Z

∫

Z
1B(y) dνπ(z)(y) dγ(z)

=

∫

Z
νπ(z)(B) dγ(z) =

∫

Z
PF |C(B, z) dγ(z)

=

∫

Z
E[1{F∈B}|C](z) dP(z)

=

∫

Z
1{F∈B} dP

=

∫

Z
1B(z) dγ(z).

Hence
∫

X

∫

π−1({x})
f(y) dνx(y) dµ(x) =

∫

Z
f(z) dγ(z)

holds for f = 1B for any B ∈ BZ . Then by linear combination also for functions of the from
f =

∑n
k=1 αk1Bk

. Then by the monotone convergence theorem the formula also holds for
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any positive Borel measurable function f : Z → [0,∞]. By taking difference of two positive
Borel functions we also find the formula for any bounded Borel function f .

3 Optimal transportation problems

Optimal transportation problems aim to minimize costs or energy needed to transport mass
from a given initial state to a given final state. We will consider the Monge and Kantorovich
optimal transportation problems in metric spaces and discuss existence and uniqueness of
optimal transportation plans.

3.1 Introduction

Monge studied a question concerning transportation of a volume of mass from a given initial
position to a given end position in such a way that the total cost of the transportation
computed as mass times distance is minimal. In modern formulas such a problem reads as
follows. Let V0, V1 be open subsets of Rd with equal volumes (i.e., equal Lebesgue measures).
Find a bijective map r : V0 → V1 such that

∫

V
V0‖x− r(x)‖ dx

is minimal. Without loss of generality the total volume may be assumed equal to 1. Instead
of a volume of mass, one could consider a distribution of mass over Rd given by a probability
measure µ (or, more specifically, a density function f). The desired end distribution is geven
by a probability measure ν. A transportation map r should be such that all mass that should
be in a set B in the end situation should equal all mass transported to B from somewhere
in the initial state. Thus we should require that ν(B) = µ(r−1(B)) for each Borel set B.
That is, ν = r#µ. Instead of Rd one could consider arbitrary separable complete metric
spaces and instead of the distance one could consider an arbotrary cost function c. This
yields the problem that is nowadays referred to as Monge’s problem:

Given two separable complete metric spaces X and Y and two measures µ ∈ P(X),
ν ∈ P(Y ), and given a Borel measurable function c : X × Y → [0,∞), find a Borel
measurable map r : Rd → Rd such that ν = r#µ and

∫

X
c(x, r(x)) dµ(x)

is minimal.

Kantorovich stated a more general version of this problem in 1942. His idea is to
describe a transportation by a measure η on the product space X×Y . The amount of mass
transportated from A to B is then given by η(A ×B). All mass that should be present in
the set B in the end situation should come from somewhere, so ν(B) = η(X×B). Similarly
all mass present in A in the begin should go somewehere, so µ(A) = η(A × Y ). Hence µ
and ν are the first and second marginals of η Denote the set of all transport plans by

Γ(µ, ν) = {η ∈ P(X × Y ) : η has first marginal µ en second mnarginal ν}.

Kantorovich’s problem is:
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Given two separable complete metric spaces X and Y and two measures µ ∈ P(X),
ν ∈ P(Y ), and given a Borel measurable function c : X×Y → [0,∞), find γ ∈ Γ(µ, ν)
such that

∫

X×Y
c(x, y) dη(x, y)

is minimal.

Definition 3.1. The measure η ∈ Γ(µ, ν) is called optimal for c if
∫

cdη = min{

∫

c(x, y) dγ(x, y) : γ ∈ Γ(µ, ν)}

(possibly ∞ = ∞).

3.2 Existence for the Kantorovich problem

The existence of an optimal measure for the Kantorovich problem is a consequence of
Prokhorov’s theorem.

Lemma 3.2. Let X and Y be separable complete metric spaces and let µ ∈ P(X) and
ν ∈ P(Y ). Then Γ(µ, ν) is a compact subset of P(X × Y ).

Proof. Notice that X × Y is also separable and complete. We first show that Γ(µ, ν) is
tight. As X and Y are separable and complete, the measures µ and ν are tight. Let ε > 0.
Choose compact sets K ⊆ X and L ⊆ Y such that µ(K) ≥ 1 − ε/2 and ν(L) ≥ 1 − ε/2.
Then K × L is compact in X × Y and for γ ∈ Γ(µ, ν),

γ(X × Y \ K × L) ≤ γ((X \K) × Y ) + γ(X × (Y \ L))

= ν(X \K) + µ(Y \ L) ≤ ε/2 + ε/2.

Hence Γ(µ, ν) is tight. By Prokhorov’s theorem, Γ(µ, ν) is relatively compact in P(X ×Y ).
It remains to show that Γ(µ, ν) is closed in P(X×Y ). Let (γn)n be a sequence in Γ(µ, ν)

and η ∈ P(X × Y ) be such that γn → η narrowly. Due to the Portmanteau theorem we
have for any C ⊆ X closed,

η(C × Y ) ≥ lim sup
n→∞

ηn(C × Y )

= lim sup
n→∞

µ(C) = µ(C)

and for U ⊆ X open,

η(U × Y ) ≤ lim inf
n→∞

ηn(U × Y )

= lim inf
n→∞

µ(U) = µ(U).

Let C ⊆ X be closed and let

Um := {x ∈ X : dist(x,C) < 1/m}, m ≥ 1.

Then each Um is open and
⋂

m≥1 Um = C and
⋂

m≥1(Um × Y ) = C × Y . Hence

η(C × Y ) = lim
m→∞

η(Um × Y )

≤ lim
m→∞

µ(Um) = µ(C).
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Thus, η(C × Y ) = µ(C). Hence µ is the marginal on X of η. In a similar way we can show
that the marginal of η on Y is ν and therefore η ∈ Γ(µ, ν).

Theorem 3.3. Let X and Y be separable complete metric spaces, let µ ∈ P(X) and ν ∈
P(Y ). Let c : X × Y → [0,∞) be continuous. Then there exists η ∈ Γ(µ, ν) such that

∫

cdη = min{

∫

cdγ : γ ∈ Γ(µ, ν)}.

Proof. Write α := min{
∫

cdγ : γ ∈ Γ(µ, ν)}. If α = ∞, then η = µ ⊗ ν ∈ Γ(µ, ν) satisfies
∫

cdη = ∞ = α. Otherwise, for n ≥ 1, take a γn ∈ Γ(µ, ν) with

∫

cdηn ≤ α+ 1/n.

By the previous lemma, Γ(µ, ν) is compact. Hence there exists η ∈ Γ(µ, ν) and a subse-
quence etank

→ η as k → ∞. For k ≥ 1 and m ≥ 1 we have
∫

c ∧ m dηnk
≤
∫

cdηnk
≤

α+ 1/nk. Hence

∫

cdη = lim
m→∞

∫

c ∧m dη = lim
m→∞

lim
k→∞

∫

c ∧m dηnk
≤ α.

Remark. The previous theorem is a special instance of a general principle: a l.s.c. function
on a compact metric space has a minimum. The above lemma says that Γ(µ, ν) is a compact
metric space. The map η 7→

∫

cdη is l.s.c. due to Proposition 2.12(c).

3.3 Structure of optimal transportation plans

The support of an optimal transportation plan is a special type of subset of X × Y . The
support of a measure η on a metric space Z is defined by

supp η = {z ∈ Z : η(U) > 0 for every open neighborhood U of z}.

Suppose that a certain amount of mass is transported from x1 to y1 and from x2 to y2.
Then transporting that mass from x2 to y1 and from x1 to y2 (keeping the rest the same)
would also yield a transportation plan. If the plan is optimal, such permutations could not
decrease the cost. This observation leads to the following definition.

Definition 3.4. A set S ⊆ X × Y is called c-monotone if

n
∑

i=1

c(xσ(i), yi) ≥
n
∑

i=1

c(xi, yi)

for every (xi, yi) ∈ S, i = 1, . . . , n, and every permutation σ of {1, . . . , n}.

The next theorem states that optimal transportation plans have c-monotone supports.
We begin with a lemma.
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Lemma 3.5. Let X and Y be separable complete metric metric spaces, µ ∈ P(X), ν ∈
P(Y ), and η ∈ Γ(µ, ν). Then there exists a µ-full Borel set A ⊆ X such that

∀x ∈ A ∃y ∈ Y : (x, y) ∈ suppη.

Further, µ(πX(supp η)) = 1 and ν(πY (supp η)) = 1.

Proof. The set S := suppη is closed hence Borel. As X × Y is separable and complete, η
is tight, so

1 = η(S) = sup{η(K) : K ⊆ S, K compact}

Choose Kn ⊆ S compact such that η(Kn) ≥ 1 − 1/n, for n ≥ 1. Then πX(Kn) is compact
in X and µ(πX(Kn)) = η(Kn) ≥ 1 − 1/n. Hence A :=

⋃

nKn is a µ-full Borel set in X. If
x ∈ A then x ∈ πX(Kn) for some n, so (x, y) ∈ Kn ⊆ S for some y ∈ Y .

Theorem 3.6. Let X and Y be separable complete metric spaces, µ ∈ P(X), ν ∈ P(Y ),
and c : X × Y → [0,∞) continuous. If η ∈ Γ(µ, ν) is optimal for c and

∫

cdη <∞, then

suppη := {z ∈ X × Y : η(U) > 0 for every neighborhood U of z}

is a c-monotone set.

Proof. (See [11, Theorem 2.3].) Suppose that suppη is not c-monotone. Then there are
n ∈ N and a permutation σ of {1, . . . , n} such that the function

f(u1, . . . , un, v1, . . . , vn) :=
n
∑

i=1

(

c(uσ(i), vi) − c(ui, vi)
)

is strictly negative at some (x1, . . . , xn, y1, . . . , yn) with (xi, yi) ∈ suppη. We will construct
a more cost efficient measure than η and thus show that η is not optimal for c.

As f is continuous, we can choose Borel neighborhoods Ui of xi and Vi of yi such that
f(u1, . . . , un, v1, . . . , vn) < 0 for ui ∈ Ui and vi ∈ Vi, i = 1, . . . , n. As (xi, yi) ∈ suppη,

λ := min
i
η(Ui × Vi) > 0.

Define ηi ∈ P(X × Y ) by

ηi(W ) :=
1

η(Ui × Vi)
η((Ui × Vi) ∩W ), W ⊆ X × Y Borel.

Consider
Z = (X × Y )n

and ρ ∈ P(Z) given by
ρ = η1 ⊗ · · · ⊗ ηn.

Let πX
i : Z → X be defined by πX

i (u1, v1, . . . , un, vn) := ui and πY
i : Z → Y by πY

i (u1, v1, . . . , un, vn) :=
vi. Recall that πX

i ⊗ πY
j denotes the map (u1, v1, . . . , un, vn) 7→ (ui, vj). Define

γ := η −
λ

n

n
∑

i=1

(πX
i ⊗ πY

i )#ρ+
λ

n

n
∑

i=1

(πX
σ(i) ⊗ πY

i )#ρ

= η −
λ

n

n
∑

i=1

ηi +
λ

n

n
∑

i=1

(πX
σ(i) ⊗ πY

i )#ρ.
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Then

γ(W ) ≥ η(W ) −
λ

n

n
∑

i=1

ηi(W )

≥ η(W ) −
1

n

n
∑

i=1

λ

η(Ui × Vi)
η((Ui × Vi) ∩W )

≥ η(W ) −
1

n

n
∑

i=1

η(W ) = 0,

for every Borel set W ⊆ X × Y . So γ is a positive Borel measure. It is easy to check that
γ ∈ P(X × Y ). Further, for A ⊆ X Borel,

(πX
σ(i) ⊗ πY

i )#ρ(A× Y ) = ρ({(u1, v1, . . . , un, vn) ∈ Z : (uσ(i), vi) ∈ A× Y })

= ρ({(u1, v1, . . . , un, vn) ∈ Z : uσ(i) ∈ A})

= ησ(i)(A× Y ),

so

γ(A× Y ) = η(A× Y ) −
λ

n

n
∑

i=1

ηi(A× Y ) +
λ

n

n
∑

i=1

(πX
σ(i) ⊗ πY

i )#ρ(A× Y )

= µ(A) −
λ

n

n
∑

i=1

ηi(A× Y ) +
λ

n

n
∑

i=1

ησ(i)(A× Y ) = µ(A)

and similarly γ(X ×B) = ν(B) for B ⊆ Y Borel. Hence γ ∈ Γ(µ, ν).
Finally,

∫

X×Y
cd(πX

i ⊗ πY
j )#ρ =

∫

Z
c(πX

i (z), πY
j (z)) dρ,

so

∫

cdγ =

∫

cdη +
λ

n

n
∑

i=1

∫

Z

(

c(πX
σ(i)(z), π

Y
i (z)) − c(πX

i (z), πY
i (z)

)

dρ(z)

=

∫

cdη +
λ

n

∫

U1×V1×···×Un×Vn

f(πX
1 (z), . . . , πX

n (z), πY
1 (z), . . . , πY

n (z)) dρ(z)

<

∫

cdη,

since ρ is concentrated on U1 × V1 × · · · × Un × Vn and f < 0 on this set. Thus we have
that γ is more cost efficient than η, so that η is not optimal.

A converse to this theorem will be proved in the next section.

3.4 Kantorovich potentials

Consider again the Kantorovich problem. Throughout this section let (X, dX ) and (Y, dY )
be separable complete metric spaces. Let c : X × Y → [0,∞] be a cost function and let
µ ∈ P(X) and ν ∈ P(Y ). Imagine that a supplier has goods distributed at different
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positions according to the measure µ and that a demander wants the goods to be delivered
at different positions given by the distribution ν. A transportation plan γ ∈ Γ(µ, ν) says
that an amount γ(A×B) of the goods located in the set A will be transported to positions
in the set B. The total costs of this transportation plan will be

∫

X×Y c(x, y) dγ(x, y). A
transportation company wants the costs to be paid by the supplier and/or the demander.
Suppose that the company charges ϕ(x) per unit to the supplier to take goods from position
x and ψ(y) per unit to the demander to deliver the goods at position y. Of course the
supplier and demander are not willing to pay more than the total costs needed for the
shipping, so that

ϕ(x) + ψ(y) ≤ c(x, y) for all x ∈ X, y ∈ Y.

The optimazation problem for the transportation company is

max{

∫

X
ϕ(x) dµ(x) +

∫

Y
ψ(y) dν(y) : ϕ(x) + ψ(y) ≤ c(x, y) for all x ∈ X, y ∈ Y }.

This problem is sometimes called the dual problem to the Kantorovich problem. The optimal
price functions ϕ and ψ turn out to play an important role in the analysis of optimal
transportation plans, which will yield an answer to Monge’s problem. We will first associate
a certain function ϕ to a c-monotone set and then show that that the functions ϕ and ϕc

associated to the support of an optimal transportation plan are optimal prices for the dual
problem.

Definition 3.7. Let c : X × Y → [0,∞) be Borel measurable. Let S ⊆ X × Y be a
non-empty c-monotone set. Fix (x0, y0) ∈ S. The function ϕ : X → [−∞,∞] defined by

ϕ(x) = inf{

p
∑

i=1

(

c(xi+1, y) − c(xi, yi)
)

: p ∈ N,

xp+1 = x, (xi, yi) ∈ S for i = 1, . . . , p}

is called the Kantorovich potential of S for c fixed at (x0, y0).

The relation between the cost functionals ϕ and ψ will be given by the following gener-
alization of the Legendre-Fenchel transform.

Definition 3.8. For a function ϕ : X → [−∞,∞], the c-transform of ϕ is defined by

ϕc(y) = inf
x∈X

(

c(x, y) − ϕ(x)
)

, y ∈ Y.

The c-transform of a function ψ : Y → [−∞,∞] is

ψc(x) = inf
y∈Y

(

c(x, y) − ψ(y)
)

, x ∈ X.

Here we use the convention that inf ∅ = ∞, inf ∞ = ∞, inf(−∞) = −∞, and the infimum
of a set that is not bounded below is −∞.

In the case X = Y = Rd and c(x, y) = 〈x, y〉 the function ϕc is Legendre-Fenchel
transform of f or, if d = 1, the Legendre transform.
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Proposition 3.9. Let c : X × Y → [0,∞) be Borel measurable. Let S ⊆ X × Y be a non-
empty c-monotone set. Fix (x0, y0) ∈ S. Let ϕ be the Kantorovich potential of S for c fixed
at (x0, y0). Then

(1) ϕ is Borel measurable

(2) ϕ(x0) = 0

(3) ϕ(x) > −∞ for all x ∈ A := {u ∈ X : ∃y ∈ Y with (u, y) ∈ S}

(4) ϕ(x) + ϕc(x) = c(x, y) for all (x, y) ∈ S

(5) ϕcc(x) = ϕ(x) for all x ∈ A.

Proof. Define

ϕq(x) := inf
{

p
∑

i=0

(

c(xi+1, yi) − c(xi, yi)
)

:

xp+1 = x, (xi, yi) ∈ S, i = 1, . . . , p, 1 ≤ p ≤ q
}

.

Clearly ϕq(x) ↓ ϕ(x) for all x ∈ X.
We first show that ϕq is upper semicontinuous for each q. Suppose uk → u in X. Let

ε > 0. Then

ϕq(u) ≥ c(x, yp) − c(xp, yp) +

p−1
∑

i=0

(

c(xi+1, yi) − c(xi, yi)
)

− ε

for some p ≤ q and (xi, yi) ∈ S. Then

ϕq(uk) ≤ c(uk, yp) − c(xp, yp) +

p−1
∑

i=0

(

c(xi+1, yi) − c(xi, yi)
)

,

so

lim sup
k→∞

ϕq(uk) ≤ c(u, yp) − c(xp, yp) +

p−1
∑

i=0

(

c(xi+1, yi) − c(xi, yi)
)

≤ ϕq(u) + ε.

Hence ϕq is u.s.c.
(1): We know that ϕq is u.s.c. hence Borel and ϕq → ϕ pointwise, so ϕ is Borel

measurable.
(2): On one hand, choose (x1, y1) = (x0, y0) ∈ S. Then ϕ(x0) ≤ c(x0, y1) − c(x1, y1) +

c(x1, y0)−c(x0, y0) = 0. On the other hand, as S is c-monotone, for (xi, yi) ∈ S, i = 1, . . . , p,

p
∑

i=0

c(xσ(i), yi) ≥

p
∑

i=0

c(xi, yi),

in particular with the permutation σ(i) = i + 1 for 0 ≤ i ≤ p − 1 and σ(p) = 0. So, with
the notation xp+1 = x0,

p
∑

i=0

(

c(xi+1, yi) − c(xi, yi)
)

≥ 0,
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so ϕ(x0) ≥ 0. Hence ϕ(x0) = 0.
(21

2 ): ϕ(u) ≤ ϕ(x)+ c(u, y)− c(x, y) for all u ∈ X and (x, y) ∈ S. Indeed, for any p ∈ N

and (xi, yi) ∈ S, i = 1, . . . , p, we have

ϕ(u) ≤ ϕp+1(u)

≤ c(u, y) − c(x, y) +

p
∑

i=0

(

c(xi+1, yi) − c(xi, yi)
)

,

where xp+1 = x. So, by taking infimum over {(xi, yi) : 0 ≤ i ≤ p},

ϕ(u) ≤ c(u, y) − c(x, y) + ϕ(x).

(3): If (x, y) ∈ S, then by (21
2 ),

ϕ(x) ≥ ϕ(x0) − c(x0, y) + c(x, y)

= c(x, y) − c(x0, y) ∈ R.

(4): Let ψ := ϕc. Then ϕ(x) + ψ(y) = c(x, y) for all (x, y) ∈ S. Indeed, by definition,

ψ(y) = inf
u∈X

(

c(u, y) − ϕ(u)
)

.

We have by (21
2 ) that c(u, y) − ϕ(u) ≥ c(x, y) − ϕ(x), so

ψ(y) ≥ c(x, y) − ϕ(x).

From the definition of ψ we find with u = x also ψ(y) ≤ c(x, y) − ϕ(x).
(5): Let x ∈ A. We have

ϕcc(x) = inf
y∈Y

(

c(x, y) − ϕc(y)
)

,

ϕc(y) = inf
u∈X

(

c(u, y) − ϕ(u)
)

.

Let y ∈ Y . Then c(x, y)−ϕc(y) ≥ c(x, y)−
(

c(u, y)− ϕ(u)
)

for all u ∈ X, so (with u = x)

c(x, y)−ϕc(y) ≥ ϕ(x). Hence ϕcc(x) ≥ ϕ(x). Conversely, since x ∈ A, there exists a y ∈ Y

such that ϕc(y) = c(x, y)−ϕ(x). Then ϕcc(x) ≤ c(x, y)−ϕc(y) = c(x, y)−
(

c(x, y)−ϕ(x)
)

=

ϕ(x).

We are now ready to prove a characterization of optimal transportation plans in terms
of c-monotonicity of their supports.

Theorem 3.10. Let X and Y be separable complete metric spaces, µ ∈ P(X), ν ∈ P(Y ),
and c : X × Y → [0,∞) continuous.

(1) If η ∈ Γ(µ, ν) is optimal for c and
∫

cdη <∞, then

supp η := {z ∈ X × Y : η(U) > 0 for every neighborhood U of z}

is a c-monotone set.
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(2) If η ∈ Γ(µ, ν) is such that

– supp η is c-monotone, and

– µ
(

{x ∈ X :
∫

Y c(x, y) dν(y) <∞}
)

> 0, and

– ν
(

{y ∈ Y :
∫

X c(x, y) dµ(x) <∞}
)

> 0,

then η is optimal for c.

(3) In the situation of (2), one also has

min
{

∫

cdγ : γ ∈ Γ(µ, ν)
}

= max
{

∫

ϕdµ+

∫

ψ dν : ϕ ∈ L1(µ), ψ ∈ L1(ν),

ϕ(x) + ψ(y) ≤ c(x, y) ∀(x, y) ∈ X × Y
}

and the maximum at the right hand side is attained at the Kantorovich potential ϕ of
supp η for c (fixed at some point (x0, y0)) and ψ = ϕc.

Proof. (1): has been proved in the previous section.
(See [11, Theorem 2.3].) Suppose that suppη is not c-monotone. Then there are n ∈ N

and a permutation σ of {1, . . . , n} such that the function

f(u1, . . . , un, v1, . . . , vn) :=

n
∑

i=1

(

c(uσ(i), vi) − c(ui, vi)
)

is strictly negative at some (x1, . . . , xn, y1, . . . , yn) with (xi, yi) ∈ suppη. We will construct
a more cost efficient measure than η and thus show that η is not optimal for c.

As f is continuous, we can choose Borel neighborhoods Ui of xi and Vi of yi such that
f(u1, . . . , un, v1, . . . , vn) < 0 for ui ∈ Ui and vi ∈ Vi, i = 1, . . . , n. As (xi, yi) ∈ suppη,

λ := min
i
η(Ui × Vi) > 0.

Define ηi ∈ P(X × Y ) by

ηi(W ) :=
1

η(Ui × Vi)
η((Ui × Vi) ∩W ), W ⊆ X × Y Borel.

Consider
Z = (X × Y )n

and ρ ∈ P(Z) given by
ρ = η1 ⊗ · · · ⊗ ηn.

Let πX
i : Z → X be defined by πX

i (u1, v1, . . . , un, vn) := ui and πY
i : Z → Y by πY

i (u1, v1, . . . , un, vn) :=
vi. Recall that πX

i ⊗ πY
j denotes the map (u1, v1, . . . , un, vn) 7→ (ui, vj). Define

γ := η −
λ

n

n
∑

i=1

(πX
i ⊗ πY

i )#ρ+
λ

n

n
∑

i=1

(πX
σ(i) ⊗ πY

i )#ρ

= η −
λ

n

n
∑

i=1

ηi +
λ

n

n
∑

i=1

(πX
σ(i) ⊗ πY

i )#ρ.
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Then

γ(W ) ≥ η(W ) −
λ

n

n
∑

i=1

ηi(W )

≥ η(W ) −
1

n

n
∑

i=1

λ

η(Ui × Vi)
η((Ui × Vi) ∩W )

≥ η(W ) −
1

n

n
∑

i=1

η(W ) = 0,

for every Borel set W ⊆ X × Y . So γ is a positive Borel measure. It is easy to check that
γ ∈ P(X × Y ). Further, for A ⊆ X Borel,

(πX
σ(i) ⊗ πY

i )#ρ(A× Y ) = ρ({(u1, v1, . . . , un, vn) ∈ Z : (uσ(i), vi) ∈ A× Y })

= ρ({(u1, v1, . . . , un, vn) ∈ Z : uσ(i) ∈ A})

= ησ(i)(A× Y ),

so

γ(A× Y ) = η(A× Y ) −
λ

n

n
∑

i=1

ηi(A× Y ) +
λ

n

n
∑

i=1

(πX
σ(i) ⊗ πY

i )#ρ(A× Y )

= µ(A) −
λ

n

n
∑

i=1

ηi(A× Y ) +
λ

n

n
∑

i=1

ησ(i)(A× Y ) = µ(A)

and similarly γ(X ×B) = ν(B) for B ⊆ Y Borel. Hence γ ∈ Γ(µ, ν).
Finally,

∫

X×Y
cd(πX

i ⊗ πY
j )#ρ =

∫

Z
c(πX

i (z), πY
j (z)) dρ,

so
∫

cdγ =

∫

cdη +
λ

n

n
∑

i=1

∫

Z

(

c(πX
σ(i)(z), π

Y
i (z)) − c(πX

i (z), πY
i (z)

)

dρ(z)

=

∫

cdη +
λ

n

∫

U1×V1×···×Un×Vn

f(πX
1 (z), . . . , πX

n (z), πY
1 (z), . . . , πY

n (z)) dρ(z)

<

∫

cdη,

since ρ is concentrated on U1 × V1 × · · · × Un × Vn and f < 0 on this set. Thus we have
that γ is more cost efficient than η, so that η is not optimal.

(2) and (3): Let S := supp η, which is a c-monotone subset of X × Y . Fix (x0, y0) ∈ S
(η(S) = 1 so S is non-empty) and let ϕ be the Kantorovich potential of S for c fixed at
(x0, y0). The proof is divided into several claims, clustered by topic. We first establish some
properties of ϕ, then of ψ = ϕc, and then we show that ϕ and ψ are L1 functions. Then
we derive some more connections between ϕ, ψ and η, and finally we conclude the proof.

Due to Proposition 3.9 we know that (A1) ϕ is Borel measurable, (A2) ϕ(x0) = 0, (A3)
ϕ(x) > −∞ for all x in

A := {u ∈ X : ∃y ∈ Y with (u, y) ∈ S},
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(B1) ϕ(x) + ϕc(x) = c(x, y) for all (x, y) ∈ S, and ϕcc(x) = ϕ(x) for all x ∈ A.
Since µ(A) = η(S) = 1, it follows that ϕ(x) > −∞ and therefore φ(x) ∈ R for µ-a.e.

x ∈ X. Then also ψ(y) ∈ R for ν-a.e. y ∈ Y , by (B1).
Claim B2: ψ is ν-measurable. Due to Claim B1,

ψ(y)1S(x, y) =
(

c(x, y) − ϕ(x)
)

1S(x, y) for all (x, y) ∈ X × Y

and (x, y) 7→ c(x, y) − ϕ(x) is a Borel map by A1. Hence (x, y) 7→ ψ(y)1S(x, y) is η-
measurable. By disintegration, there exist ηy ∈ P(X), y ∈ Y , such that y 7→

∫

X f(x, y) dηy(x)
is ν-measurable and

∫

X×Y
f(x, y) dη(x, y) =

∫

Y

(
∫

X
f(x, y) dηy(x)

)

dν(y)

for every Borel function f : X × Y → [0,∞]. The set S = supp η is closed and therefore a
Borel set. From the disintegration formula with f = 1S we obtain that

∫

X
1S(x, y) dηy(x) = 1 for ν-almost every y.

If we apply now the disintegration to f(x, y) =
(

c(x, y) − ϕ(x)
)+

1B(y) for some Borel set

B ⊆ Y , then

∫

X×B
ψ+(y)1S(x, y) dη(x, y) =

∫

X×B

(

c(x, y) − ϕ(x)
)+

dη(x, y)

=

∫

B

(
∫

X

(

c(x, y) − ϕ(x)
)+

dηy(x)

)

dν(y)

and
∫

X×B
ψ+(y)1S(x, y) dη(x, y) =

∫

B

(
∫

X
ψ+(y)1S(x, y) dηy(x)

)

dν(y)

=

∫

B
ψ+(y)

(
∫

X
1S(x, y) dηy(x)

)

dν(y).

It follows that

ψ+(y)

(
∫

X
1S(x, y) dηy(x)

)

=

∫

X

(

c(x, y) − ϕ(x)
)+

dηy(x) for ν-a.e. y ∈ Y,

so

ψ+(y) =

∫

X

(

c(x, y) − ϕ(x)
)+

dηy(x) for ν-a.e. y ∈ Y.

Hence ψ+ is ν-measurable. Similarly, ψ− is ν-measurable and thus ψ is ν-measurable.
Claim C1: ψ+(y) ≤ c(x, y)+ϕ−(x) for all (x, y) ∈ S. As c ≥ 0, we have c(x, y)+ϕ−(x) ≥

0. Also c(x, y) + ϕ−(x) ≥ c(x, y) − ϕ(x) = ψ(y). Hence c(x, y) + ϕ−(x) ≥ ψ+(y).
Claim C2: ϕ+ ∈ L1(µ) and ψ+ ∈ L1(ν). By assumption, µ(X1) > 0, where

X1 :=
{

x ∈ X :

∫

Y
c(x, y) dν(y) <∞

}

.

41



Choose x ∈ X1 such that ν({y : (x, y) ∈ S}) = 1. Then ψ+ ≤ c(x, ·) + ϕ−(x) ν-a.e. on Y
(by Claim C1), so

∫

Y
ψ+ dν ≤

∫

Y

(

c(x, y) + ϕ−(x)
)

dν(y) <∞,

since x ∈ X1 and ϕ−(x) ∈ R (by Claim A4). Similarly, ϕ+(x) ≤ c(x, y) + ψ−(y) for
(x, y) ∈ S and there exists a y s.t. µ({x : (x, y) ∈ S}) = 1, ψ−(y) ∈ R (Claim B1bis), and
∫

X c(x, y) dµ(x) <∞, so

∫

X
ϕ+ dν ≤

∫

X
c(x, y) dµ(x) +

∫

X
ψ−(y) dµ(x) <∞.

Claim C3:
∫

X×Y c(x, y) dη <∞. We have

∫

X×Y
cdη =

∫

(

ϕ(x) + ψ(y)
)

dη(x, y)

=

∫

ϕdµ+

∫

ψ dν

≤

∫

ϕ+ dµ+

∫

ψ+ dν <∞.

Claim C4: ϕ ∈ L1(µ) and ψ ∈ L1(ν). For (x, y) ∈ S we have

ϕ(x) = c(x, y) − ψ(y) ≥ c(x, y) − ψ+(y)

≥ −c(x, y) − ψ+(y),

so ϕ−(x) ≤ c(x, y) + ψ+(y). Hence
∫

ϕ− dµ =

∫

ϕ−(x) dη(x, y) ≤

∫

(

c(x, y) + ψ+(y)
)

dη(x, y)

=

∫

cdη +

∫

ψ+ dν <∞.

So
∫

|ϕ|dµ ≤
∫

ϕ+ dµ+
∫

ϕ− dµ <∞. Similarly,
∫

|ψ|dν <∞.
Claim D1: ϕ(x) + ψ(y) ≤ c(x, y) for all (x, y) ∈ X × Y . We have

ψ(y) = inf
u∈X

(

c(u, y) − ϕ(u)
)

≤ c(x, y) − ϕ(x).

Claim D2: For γ ∈ Γ(µ, ν),
∫

X×Y
cdγ ≥

∫

X×Y

(

ϕ(x) + ψ(y)
)

dγ(x, y)

=

∫

ϕ(x) dµ(x) +

∫

ψ(y) dν(y)

=

∫

X×Y

(

ϕ(x) + ψ(y)
)

dη(x, y)

=

∫

S

(

ϕ(x) + ψ(y)
)

dη(x, y)

=

∫

S
cdη =

∫

X×Y
cdη.
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Conclusion: From D2 we see that η is optimal for c, that is,

min
{

∫

X×Y
cdγ : γ ∈ Γ(µ, ν)

}

=

∫

X×Y
cdη.

Further,

max
{

∫

f dµ+

∫

g dν : f ∈ L1(µ), g ∈ L1(ν), f(x) + g(y) ≤ c(x, y) ∀(x, y) ∈ X × Y
}

=

∫

ϕ(x) dµ(x) +

∫

ψ(y) dν(y) =

∫

cdη.

Finally, we have ψ = ϕc by definition of ψ.

Remark. The conditions in the previous theorem that

•
∫

cdη <∞,

• µ
(

{x ∈ X :
∫

Y c(x, y) dν(y) <∞}
)

> 0, and

• ν
(

{y ∈ Y :
∫

X c(x, y) dµ(x) <∞}
)

> 0,

are implied by the stronger condition that
∫

cdµ⊗ ν <∞, as is easily seen with the aid of
Fubini.

Let us next consider a special case and show that there the Kantorovich potential
inherits some regularity of the cost function. Recall that a map h from a metric space A
into another metric space B is called locally Lipschitz if for every x0 ∈ X and every r > 0
there exists an L ∈ R such that

d(h(x), h(x0)) ≤ Ld(x, x0)

for all x in the open ball B(x0, r) around x0 with radius r. This means that the restriction
of h to each ball is Lipschitz. For example, the function t 7→ t2 from R to R is locally
Lipschitz but not Lipschitz.

The special situation that we are mostly interested in is the case X = Y = Rd and
c(x, y) = ‖x− y‖2.

Proposition 3.11. Consider X = Y = Rd. Let c(x, y) = h(x − y), x, y ∈ Rd, where
h : Rd → [0,∞) is differentiable, locally Lipschitz, and such that ∇h from Rd to its range is
bijective with a Borel measurable inverse. Let S ⊆ X × Y be a non-empty c-monotone set
and assume that

A = {x ∈ X : ∃y ∈ Y with (x, y) ∈ S}

is bounded. Fix (x0, y0) ∈ S. The Kantorovich potential ϕ of S for c fixed at (x0, y0) is
locally Lipschitz on A and ϕcc is locally Lipschitz on X.

Proof. Take R > 0 such that A ⊂ B(0, R). Let r > 0. We show that ϕcc is Lipschitz
on B(0, r). Since h is locally Lipschitz, h is L-Lipschitz on B(0, R + r) for some L. Let
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x1, x2 ∈ B(0, r). Let ε > 0 and choose y ∈ B(0, R) such that ϕc(y) > −∞ (use (3) of
Proposition 3.9). Then

ϕcc(x1) − ϕcc(x2) ≤ c(x1, y) − ϕc(y) −
(

c(x2, y) − ϕc(y) − ε
)

= h(x1 − y) − h(x2 − y) + ε

≤ L‖x1 − x2‖ + ε,

as xi + y ∈ B(0, r +R), and hence

ϕcc(x1) − ϕcc(x2) ≤ L‖x1 − x2‖.

Thus, by interchanging the role of x1 and x2, |ϕ
cc(x1) − ϕcc(x2)| ≤ L‖x1 − x2‖. Hence ϕcc

is locally Lipschitz.
By (5) of Proposition 3.9 it follows that ϕ is locally Lipschitz on A.

3.5 Existence and uniqueness for the Monge problem

We will now address the questions

• When is the optimal transportation plan η of the Kantorovich problem unique?

• When does the optimal η solve the Monge problem, that is, η = (i ⊗ r)#µ for some
Borel map r : X → Y ? (Recall, i(x) = x for all x ∈ X.)

We begin with a sloppy sketch of the argument and then prove a version of a theorem on
uniqueness and the Monge problem and mention a more general theorem.

We will consider the case that X = Y = Rd and c(x, y) = h(x − y) for some strictly
convex function h. In particular, we have h(x) =
x‖2 in mind, where ‖ · ‖ is the usual Euclidean norm of Rd.

Suppose η ∈ Γ(µ, ν) is optimal for c and that c(x, y) = h(x − y) with h differentiable.
We want to find a Borel map r : X → Y such that η = (i ⊗ r)#µ, that is, η(W ) =
µ({x : (x, r(x)) ∈W}) for Borel sets W ⊆ X × Y . In other words, we want to show that η
is concentrated on the graph of a Borel map. We will try to find for each x ∈ X a unique
point y with (x, y) in the support of η.

Let ϕ be a Kantorovich potential associated to supp η. For (x, y) ∈ supp η we have

ϕ(x) + ϕc(y) = h(x − y). Since ϕc(y) = infu∈X

(

h(u − y) − ϕ(u)
)

= h(x − y) − ϕ(x), the

function u 7→ h(u− y)−ϕ(u) attains its minimum at u = x. Hence, if ϕ is differentiable at
x,

∇h(x− y) = ∇ϕ(x).

If u 7→ ∇h(u) is invertible, we obtain x− y = (∇h)−1(∇ϕ(x)), so

y = x− (∇h)−1(∇ϕ(x)).

Hence for x such that ϕ is differentiable at x there is exactly one y with (x, y) ∈ supp η.
Thus we can take

r(x) := x− (∇h)−1(∇ϕ(x)).

The main mathematical problems to make the argument work are the differentiability of
ϕ and the Borel measurability of r. We will not be able to obtain everywhere differentiability
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of ϕ. Instead we will impose conditions that yield that ϕ is locally Lipschitz and then use
Rademacher’s theorem to conclude its Lebesgue almost everywhere differentiability. We
need the map r at least µ-a.e. defined and therefore require that µ is absolutely continuous
with respect to the Lebesgue measure on Rd.

Recall that a map f : Rd → Rm is called differentiable at x ∈ Rd if there exists a linear
operator Lx : Rd → Rm such that for every ε > 0 there is a δ > 0 with

∣

∣

∣

∣

f(x+ u) − f(u) − Lxu

‖u‖

∣

∣

∣

∣

< ε for all u ∈ Rd with 0 < ‖u‖ < δ.

If m = 1, then Lx is represented by a vector, which is denoted by ∇f(x), that is, Lxu =
〈∇f(x), u〉.

Denote the Lebesgue measure on Rd by Ld.

Theorem 3.12 (Rademacher). Let f : Rd → R be locally Lipschitz. Then f is differentiable
Ld-almost everywhere. Moreover, D = {x ∈ Rd : fdifferentiable at x} is a Borel set and

x 7→

{

∇f(x) if x ∈ D
0 otherwise

is a Borel map from Rd to Rd.

Now we are in a position to prove a theorem on uniqueness for the Kantorovich problem
and existence for the Monge problem. More sophisticated statements are given in Theorem
3.14.

Theorem 3.13. Consider X = Y = Rd. Let c(x, y) = h(x− y), x, y ∈ Rd, where h : R →
[0,∞) is differentiable, locally Lipschitz, and such that ∇h from Rd to its range is bijective
with a Borel measurable inverse. Let µ, ν ∈ P(Rd) be such that

•
∫

X×Y h(x− y) dγ(x, y) <∞ for some γ ∈ Γ(µ, ν),

• µ
({

x ∈ X :
∫

Y h(x− y) dν(y) <∞
})

> 0,

• ν
({

y ∈ Y :
∫

X h(x− y) dµ(x) <∞
})

> 0,

and such that

• µ is absolutely continuous with respect to Ld,

• supp ν is bounded.

Then:

(1) there is a unique η ∈ Γ(µ, ν) that is optimal for c;

(2) η is induced by an optimal transport map, that is, there exists a Borel map r : Rd → Rd

such that η = (i⊗ r)#µ;

(3) the map r of (2) satisfies

r(x) = x− (∇h)−1(∇ϕcc(x)) for µ-a.e. x ∈ Rd,

where ϕ is a Kantorovich potential associated to supp η.
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Proof. Let A1 ⊆ X be a µ-full Borel set such that for all x ∈ A1 there is a y ∈ Y such that
(x, y) ∈ suppη, ϕcc(x) = ϕ(x) (use Proposition 3.9), and ϕ(x) ∈ R.

Take R > 0 such that supp ν ⊂ B(0, R). Then for x ∈ A1,

ϕ(x) = inf
y∈B(0,R)

(

c(x, y) − ϕc(x)
)

,

since

ϕ(x) = ϕcc(x) = inf
y∈Rd

(

c(x, y) − ϕc(y)
)

≤ inf
y∈B(0,R)

(

c(x, y) − ϕc(y)
)

= ϕ(x),

where the latter equality follows from Proposition 3.9(4).
Due to Proposition 3.11, ϕcc is locally Lipschitz.
Let A2 be an Ld-full Borel set such that ϕcc is differentiable at every x ∈ A2 (by

Rademacher’s theorem). Then A2 is also µ-full, as µ is absolutely continuous with rspect
to Ld. Let A := A1 ∩A2. Then A is a µ-full Borel set and for every x ∈ A we have

• there is a y ∈ Rd with (x, y) ∈ supp η and therefore y ∈ B(0, R) and ϕ(x) + ϕc(y) =
h(x− y),

• ϕ(x) = ϕcc(x),

• ϕ(x) ∈ R and ϕcc is differentiable at x.

Let x ∈ A. There exists y such that (x, y) ∈ suppη. Consider such a y. The function
u 7→ h(u − y) − ϕcc(u) then attains its minimum ϕc(y) at u = x and is differentiable at x.
So

∇h(x− y) −∇ϕcc(x) = 0.

Hence ∇ϕ(x) is in the range of ∇h and x− y = (∇h)−1(∇ϕcc(x)), so

y = x− (∇h)−1(∇ϕcc(x)). (3)

Define

r(x) :=

{

x− (∇h)−1(∇ϕcc(x)) x ∈ A
0 x 6∈ A.

Due to Rademacher’s theorem and the assumptions on h, we infer that r : Rd → Rd is a
Borel map. Moreover, we have (x, r(x)) ∈ supp η for all x ∈ A, as follows from (3). Further,
in the arguments preceding (3) y is an arbitrary element of Rd with (x, y) ∈ suppη and
thus we obtain that for x ∈ A,

(x, y) ∈ supp η ⇐⇒ y = r(x).

Consequently,
η({x ∈ A : (x, r(x))}) = η(supp η \ (A× Y )) = 1.

Next we claim that
η = (i⊗ r)#µ.
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For a proof, let U × V ⊆ Rd × Rd with U ⊆ Rd and V ⊆ Rd Borel. Then

η(U × V ) = η
(

U × V ∩ {(x, r(x)) : x ∈ X}
)

= η
(

(U ∩ {x : r(x) ∈ V }) × Y
)

= µ(U ∩ {x : (x, r(x)) ∈ U × V }
)

= (i⊗ r)#µ(U × V ).

.
Finally, we address uniqueness of η. Suppose η1, η2 ∈ Γ(µ, ν) are both optimal for c.

Then also η := 1
2η1 + 1

2η2 ∈ Γ(µ, ν) is optimal for c. By the first part of the proof given
above, we obtain Borel maps r1, r : Rd → Rd such that

η1 = (i⊗ r1)#µ and η = (i⊗ r)#µ.

As η1 is absolutely continuous with respect to η, we have

η1

({

(x, r(x)) : x ∈ Rd
})

= 1.

Then
η1

({

(x, r(x)) : x ∈ Rd
}

∩
{

(x, r1(x)) : x ∈ Rd
})

= 1,

so
η1

({

(x, r(x)) : x ∈ Rd, r(x) = r1(x)
})

= 1.

Hence r = r1 µ-a.e. and, consequently, η1 = (i ⊗ r1)#µ = (i ⊗ r)#µ = η. Therefore
η1 = η2.

The conditions in the previous theorem can be relaxed. In particular the condition that
the support of ν be bounded and the differentiability of h. An interesting setting is where
h is strictly convex. The extension of the result requires more sophisticated knowledge on
almost everywhere differentiability, which we will not discuss here. We only mention the
result.

Theorem 3.14. Consider X = Y = Rd. Let c(x, y) = h(x− y), x, y ∈ Rd, where h : Rd →
[0,∞) is strictly convex. Let µ, ν ∈ P(Rd) be such that

•
∫

X×Y c(x, y) dγ(x, y) <∞ for some γ ∈ Γ(µ, ν),

• µ
({

x ∈ X :
∫

Y c(x, y) dν(y) <∞
})

> 0,

• ν
({

y ∈ Y :
∫

X c(x, y) dµ(x) <∞
})

> 0,

and such that

• µ is absolutely continuous with respect to Ld.

Then:

(1) there is a unique η ∈ Γ(µ, ν) that is optimal for c;
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(2) η is induced by an optimal transport map, that is, there exists a Borel map r : Rd → Rd

such that η = (i⊗ r)#µ;

(3) the map r of (2) satisfies

r(x) = x− (∂h)−1(∇̃ϕ(x)) for µ-a.e. x ∈ Rd,

where ϕ is a Kantorovich potential associated to supp η.

4 Gradient flows in Hilbert spaces

Let (H, 〈, 〉) be a Hilbert space over R and consider a function ϕ : H → R. We view ϕ
as a potential and we are interested in flows in H that stream in the direction of steepest
descent of ϕ. More specifically we will study the differential equation

y′(t) = −∇ϕ(y(t)), t ≥ 0.

If there exists for each x ∈ H a differentiable map y : [0,∞) → H such that y′x(t) =
−∇ϕ(yx(t)), then the map (t, x) 7→ yx(t) is called a gradient flow in H for the potential ϕ.
Let us first define the notion of differentiability that we will consider.

Definition 4.1. Let (X, ‖ · ‖X) and (Y, ‖ · ‖Y ) be normed spaces, let U be an open subset
of X, let f : U → Y , and let x ∈ X. Then f is called (Fréchet) differentiable at x if there
exists a bounded linear map Lx : X → Y such that

lim
h→0

‖f(x+ h) − f(x) − Lxh‖Y

‖h‖X
= 0,

that is, for every ε > 0 there exists a δ > 0 such that for all h ∈ X with 9 < ‖h‖X < δ we
have

‖f(x+ h) − f(x) − Lxh‖Y

‖h‖X
< ε.

The map Lx is called the (Fréchet) derivative of f at x and denoted by f ′(x).

If X = Rn and Y = Rm, then one often considers f ′(x) to be the matrix representation
of Lx with respect to the standard basis rather than the linear map itself. If X is a Hilbert
space and Y = R, then Lx is a bounded linear functional on X and therefore by the Riesz-
Fréchet representation theorem there exists a y ∈ X such that Lxh = 〈h, y〉 for all x ∈ X.
This representation element y is then called the gradient of f at x and denoted by ∇f(x).
Thus, a function ϕ : H → R (where H is a Hilbert space) is differentiable at x if and only
if there exists an element ∇ϕ(x) ∈ H such that

lim
‖h‖→0

|ϕ(x+ h) − ϕ(x) − 〈h,∇ϕ(x)〉|

‖h‖
= 0.

A map y : [0,∞) → H is differentiable at t ∈ (0,∞) if and only if

y′(t) := lim
s→t

1

s− t

(

y(s) − y(t)
)

exists in H

and it is called (right) differentiable at 0 if

y′(0) := lim
s↓0

1

s

(

y(s) − y(0)
)

exists in H.
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4.1 Existence and uniqueness

Definition 4.2. Let H be a Hilbert space and let ϕ : H → R be differentiable. A gradient
flow curve for ϕ is a map y : [0,∞) → H such that

y is differentiable at each t ∈ (0,∞),
y is right differentiable at 0,
y′(t) = −∇ϕ(y(t)) for all t ≥ 0.

If ϕ is such that ∇ϕ is a Lipschitz map, then existence and uniqueness of gradient flow
curves follow from the “standard” theory of differential equations with Lipschitz coefficients.
Let us formulate the result for the Lipschitz case with a sketch of its proof and then discuss
what kind of conditions we want to impose on ϕ. Recall that a map F : X → X (where X
is a normed space) is called Lipschitz if there exists a constant L such that

‖F (x) − F (y)‖ ≤ L‖x− y‖ for all x, y ∈ H.

Theorem 4.3. Let X be a Banach space and let F : H → H be a Lipschitz map. For every
u ∈ X there exists a unique differentiable y : [0,∞) → X such that y′(t) = F (y(t)) for all
t ≥ 0 and y(0) = u.

Proof. Let us sketch a proof. Consider the integral equation

y(t) = u+

∫ t

0
F (y(s)) ds, t ≥ 0.

The integral here is a Banach space valued integral, which can be defined as a limit of
Riemann sums. It suffices to show that the integral equation has a unique continuous
solution, since it will then be differentiable due to the continuity of F and the fundamental
theorem of calculus (in Banach spaces). Fix T > 0 and denote E : C([0, T ];X), the space
of continuous functions on [0, T ] with values in E. Endow E with the norm

‖f‖E := sup
t∈[0,T ]

e−αt‖f(t)‖X , f ∈ E,

for some sufficiently large α to be determined later on. Then (E, ‖ · ‖E) is a Banach space.
Define

(R(f)(t) := u+

∫ t

0
F (f(s)) ds, t ∈ [0, T ], f ∈ E.

Then R maps E into E and

‖(R(f))(t) − (R(g))(t)‖X = ‖

∫ t

0
F (f(s)) − F (g(s)) dx‖X

≤

∫ t

0
‖F (f(s)) − F (g(s))‖X ds

≤ L

∫ t

0
‖f(s) − g(s)‖X ds, for all t ∈ [0, T ],
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where L is the Lipschitz constant of F . Hence

‖R(f) −R(g)‖E = sup
t
e−αt‖(R(f))(t) − (R(g))(t)‖X ≤ sup

t
e−αtL

∫ t

0
‖f(s) − g(s)‖X ds

≤ sup
t
L

∫ t

0
e−alphateαse−αs‖f(s) − g(s)‖X dx ≤ L

∫ T

0
e−α(t−s)‖f − g‖E ds

≤ (L/2α)(1 − eαT )‖f − g‖E ≤ (L/2α)‖f − g‖E .

Choose α > L. Then R is a strict contraction E. The Banach fixed point theorem yields
existence of a unique fixed point of R, which is easily seen to be a solution of the integral
equation for t ∈ [0, T ]. If we do the same for T ′ instead of T we find a unique solution for
t ∈ [0, T ′]. Due to uniqueness the two solutions coincide on [0, T ] ∩ [0, T ′]. Therefore we
can obtain a unique solution defined at each point of [0,∞).

Without a Lipschitz condition existence (and/or uniqueness) could fail. For instance,
the one dimensional differential equation

y′(t) = −y(t)2, t ≥ 0, (4)

is satisfied by y = 0, or can be solved by rewriting

−
y′

y2
= 1,

so 1
y = t+ c, so y(t) = 1

t+c . With Y (0) = u we obtain c = − 1
u , so

y(t) =
1

t+ 1
u

.

If u > 0, then the solution exists for all t ≥ 0. If u < 0, then y(t) = 1
t+ 1

u

exists for all

t ∈ [0,− 1
u ). If t approaches −1/u, then y(t) → ∞, which means that the solution ‘blows

up’.
The differential equation

y′(t) = F (y(t)), t ≥ 0, (5)

with

F (x) =

{

−x2 if x ≥ 0,
x2 if x < 0,

has very different behavior. Now

y(t) =











1
t+ 1

u

if u > 0,

0 if u = 0,
1

1

u
−t

if u < 0.

The solution exists for all t ≥ 0, whatever the sign of u. Both function x 7→ −x2 and F are
equally non-Lipschitz. The different behavior is due to the difference in sign at the right
hand side. In equation (4), if y(t) is positive for some t, then the derivative is negative, so y
decreases, so the derivative becomes less negative, so y decreases slower, etc. The solution
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‘stabilizes’. If y(t) is negative for some t, however, y′(t) will be negative, so y decreases,
so y′ becomes even more negative, so y decreases even faster, etc. Hence y(t) goes quicker
and quicker to −∞. If the right hand side would be Lipschitz, the ‘growth’ to −∞ would
be at most exponential. In the case of −y(t)2 as right hand side, the amplifying effect is
so strong that it results in blow up. In (5) the right hand side is such that y would start
decreasing as soon as it is positive and increasing as soon as it is negative. So in (5) the
right hand side always ‘stabilizes’.

It is therefore no surprise that (5) has a solution y : [0,∞) → R for any initial condition.
A similar effect holds true for any decreasing continuous right hand side. Is there an
analogous effect in higher dimensions?

Phrases as ‘decreasing’ or ‘opposite sign’ do not make sense for functions on Rn. The idea
is to involve the notion of convexity. Decreasing functions on R correspond to derivatives
of concave functions, or rather −1 times derivative of convex functions. Convexity is also
defined for functions on Rn or even on arbitrary vector spaces. The right hand sides that
we will consider are minus the gradient of a convex function.

Definition 4.4. Let X be a vector space over R. A function ϕ : X → R is called convex if
for every x, y ∈ X we have

ϕ((1 − t)x+ ty) ≤ (1 − t)ϕ(x) + tϕ(y) for all t ∈ [0, 1].

The following theorem is the main theorem on existence and uniqueness of gradient
flows for convex functionals on Hilbert spaces. Its proof is long and complicated. We will
only consider a very brief sketch. For full details one can consult [4, 8, 9] (Crandall-Liggett,
Brezis, Clement).

Theorem 4.5. Let H be a Hilbert space over R. If ϕ : H → R is differentiable and convex,
then for every u ∈ H there exists a unique y : [0,∞) → H such that

y′(t) = −∇ϕ(y(t)), t ≥ 0,
y(0) = u.

Idea of proof. Fix h > 0. Discretize the differential equation with Euler’s implicit scheme,

y((n+ 1)h) − y(nh)

h
= −∇ϕ(y(nh).

Then, with yn = y(nh),
yn+1 + h∇ϕ(yn+1) = yn,

so that
yn+1 = (I + h∇ϕ)−1(yn).

One of the difficulties is to show that the function x 7→ x+ h∇ϕ(x) is invertible. Then

Jh(x) := (I + h∇ϕ)−1(x), x ∈ H,

is called the resolvent associated to ∇ϕ. We obtain

yn = Jn
h (u),

and this is hoped to be a good approximation for y(nh). The next steps are to show that

y(t) := lim
k→∞

Jn
t/k(u)

exists and that the function y thus defined is the unique solution.

51



In many practical situations the functional ϕ will not be entirely convex, for instance
the function x 7→ (x − 1)2(x + 1)2. The existence theorem above can be extended to such
functions as well. A function ϕH → R is called α-convex (for some α ∈ R) if

x 7→ ϕ+
α

2
‖x‖2

is convex on H. Instead of ϕ being convex in the previous theorem it is sufficient that ϕ is
α-convex for some α ∈ R.

4.2 Evolution variational inequality

The gradient flow differential equation

y′(t) = −∇ϕ(y(t))

for a convex function ϕ on a Hilbert space H can be rewritten in a form which does not
involve the derivative of ϕ nor any other linear structure of the Hilbert space. It only uses
the metric of H. This form then makes sense in any metric space and we will use it to
generalize the concept of gradient flow.

Theorem 4.6. Let H be a Hilbert space over R and let ϕ : H → R be differentiable and
convex. For a differentiable y : [0,∞) → H we have

y′(t) = −∇ϕ(y(t)) for all t ≥ 0

if and only if
1

2

d

dt
‖y(t) − z‖2 + ϕ(y(t)) ≤ ϕ(z) for all t ≥ 0, z ∈ H.

For the proof we need the following lemma.

Lemma 4.7. ∇ϕ(x) is the unique a ∈ H such that

〈a, z − x〉 ≤ ϕ(z) − ϕ(x) for all z ∈ H.

Proof. Let z ∈ H. Define

zt := (1 − t)z + tx, 0 ≤ t ≤ 1.

Then convexity of ϕ yields

ϕ(zt) ≤ (1 − t)ϕ(z) + tϕ(x).

Since ‖zt − x‖ → 0 as t→ 0, we have

|ϕ(zt) − ϕ(x) − 〈∇ϕ(x), zt − x〉|

‖zt − x‖
→ 0 as t→ 0.

Observe that ‖zt − x‖ = (1 − t)(z − x). We obtain

〈∇ϕ(x), z − x〉 = lim
t↓0

(1 − t)〈∇ϕ(x), z − x〉

(1 − t)‖z − x‖
‖z − x‖

= lim
t↓0

(

〈∇ϕ(x), z − x〉

(1 − t)‖z − x‖
−

ϕ(zt) − ϕ(x)

(1 − t)‖z − x‖

)

‖z − x‖ + lim
t↓0

ϕ(zt) − ϕ(x)

1 − t

≤ 0 + lim
t↓0

(1 − t)ϕ(z) + tϕ(x) − ϕ(x)

1 − t

= ϕ(z) − ϕ(x).
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For the uniqueness, suppose a ∈ H is such that 〈a, z − x〉 ≤ ϕ(z) − ϕ(x) for all z ∈ H. Fix
y ∈ H with ‖y‖ = 1. Then

〈a−∇ϕ(x), y〉 =
〈a, ty〉

‖ty‖

≤
ϕ(x+ ty) − ϕ(x) − 〈∇ϕ(x), ty〉

‖ty‖
→ 0, t→ 0,

so 〈a−∇ϕ(x).y〉 ≤ 0. This holds for all y ∈ H, so (consider y and −y) 〈a−∇ϕ(x), y〉 = 0
for all y ∈ H, so a−∇ϕ(x) = 0.

Now we can prove the theorem.

Proof of theorem. Denote F (x) = ‖x‖2 and G(t) = y(t) − z. Then

d

dt
F (G(t)) = F ′(G(t))G′(t) = 〈2x,G′(t)〉,

hence
d

dt
‖y(t) − z‖2 = 〈2(y(t) − z), y′(t)〉.

If y′(t) = −∇ϕ(y(t)), then

d

dt
‖y(t) − z‖2 = 2〈y(t) − z, y′(t)〉 = 2〈∇ϕ(x), z − y(t)〉

≤ 2
(

ϕ(z) − ϕ(y(t))
)

,

due to the lemma.
Conversely, if 1

2
d
dt‖y(t) − z‖2 + ϕ(y(t)) ≤ ϕ(z) for all z ∈ H, then

〈−y′(t), z − y(t)〉 ≤ ϕ(z)ϕ(y(t))

for all z ∈ H, so, by the lemma,

y′(t) = −∇ϕ(y(t)).

There is a similar theorem for functions ϕ that are only α-convex for some α ∈ R. We
state it without proof.

Theorem 4.8. Let ϕ : H → R be α-convex for some α ∈ R and differentiable. For a
differentiable y : [0,∞) → H we have

y′(t) = −∇ϕ(y(t)) for all t ≥ 0

if and only if
1

2

d

dt
‖y(t) − z‖2 +

α

2
‖u(t) − z‖2 + ϕ(y(t)) ≤ ϕ(z)

for all z ∈ H, t ≥ 0.
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5 Gradient flows in metric spaces

Let (X, d) be a complete metric space. In view of the equivalent formulation of a gradient
flow in a metric space we will call a curve y : [0,∞) → X a gradient flow for a potential
function ϕ : X → R if

1

2

d

dt
d(y(t), z)2 + ϕ(y(t)) ≤ ϕ(z) for all z ∈ X, t ≥ 0.

There are three issues to take care of. First, some regularity of y is needed to guarantee
that d

dtd(y(t), z)
2 exists. Second, A suitable condition on ϕ replacing the convexity of the

Hilbert space case will be needed. Third, existence and uniqueness needs to be established.

5.1 Absolutely continuous curves

For a function y : [0,∞) → X we cannot talk about differentiability because X need not
have any linear structure. Instead we can define a suitable notion of absolute continuity.
We start by recalling some facts from real analysis.

If y : [a, b] → R is differentiable almost everywhere, then its derivative y′ is measurable,
where we set y′(t) = 0 at every t where y is not differentiable. If y′ is integrable, that is
y′ ∈ L1[a, b], can we recover y from y′ in the sense that

y(x) =

∫ x

a
y′(t) dt ?

In general not.

Example. The Cantor function g : [0, 1] → [0, 1] is defined as follows. On [1/3, 2/3] g
equals 1/2, on [1/9, 2/9] g equals 1/4 and on [7/9, 8/9] g equals 3/4. Then on [1/27, 2/27]
g equals 1/8, on [7/27, 8/27] g equals 3/8, etc. It can be show that g is continuous,
increasing, differentiable almost everywhere, and that g′ = 0 almost everywhere. Clearly,
∫ 1
0 g

′(t) dt 6= g(1) − g(0).

Functions which are anti-derivatives of their almost everywhere derivative are the so-
called absolutely continuous functions. There is a more explicit way to describe thid prop-
erty, which we take as definition.

Definition 5.1. Let (X, d) be a metric space. A function [a, b] → X is called absolutely
continuous on [a, b] if for every ε > 0 there exists a δ > 0 such that for any disjoint
subintervals (a1, b1), . . . , (an, bn) of [a, b] we have

n
∑

k=1

d(y(ak), y(bk)) < ε.

An absolutely continuous function is continuous. The Cantor function is continuous
but not absolutely continuous. The following theorem is well known in real analysis and
we include it without a proof.

Theorem 5.2. For y : [0,∞) → R the following statements are equivalent:

(a) y is absolutely continuous
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(b) there exists a v ∈ L1[a, b] such that y(t) = y(a) +
∫ t
a v(s) ds for all t ∈ [a, b].

If (a)-(b) hold true, then y is differentiable almost everywhere and y′ = v almost everywhere.

The following lemma is very useful.

Lemma 5.3. Let y : [0,∞) → (X, d). The following statements are equivalent:

(a) y is absolutely continuous on [a, b]

(b) there exists a u ∈ L1[a, b], with u ≥ 0 a.e. such that d(y(s), y(t)) ≤
∫ t
s u(r) dr for all

a ≤ s ≤ t ≤ b.

Proof. (b)⇒(a): Let U(t) :=
∫ t
a u(s) ds, t ∈ [a, b]. Then U is absolutely continuous. Let

ε > 0. Take δ > 0 such that

(a1, b1), . . . , (an, bn) disjoint
∑n

k=1(bk − ak) < δ

}

=⇒
n
∑

k=1

|U(bk) − U(ak)| < ε.

Then
n
∑

k=1

d(y(ak), y(bk)) ≤
n
∑

k=1

|U(bk) − U(ak)| < ε.

(a)⇒(b): Define

U(t) := sup{
n
∑

k=1

d(y(tk−1), y(tk)) : a = t0 < · · · < tn = b} = Var (y; [a, b]),

which is called the total variation of y over [a, t]. We first show that U(t) is finite for all
t. For ε > 0 take δ > 0 corresponding to the absolute continuity of y. Fix a partition
a = s0 < . . . < sm = b such that |sk − sk−1| < δ for all k. Then

m
∑

j=1

d(y(sj−1), y(sj)) ≤ mε.

Let a = t0 < . . . < tn = b. Make a joint refinement a = r0 < . . . < rl = b; {t0, . . . , tn} ⊆
{r0, . . . , rl}, {s0, . . . , sm} ⊆ {r0, . . . , rl}. By the triangle inequality,

n
∑

k=1

d(y(sk−1), y(sk)) ≤
l
∑

i=1

d(y(ri−1, y(ri)) =

m
∑

k=1

∑

i

∈ Ikd(y(ri−1, y(ri)),

where Ik = {i : ri ∈ (sk−1, sk]}. Then
∑

i∈Ik
d(y(ri−1), y(ri)) < ε for all k by the choice of

δ and s0, . . . sm. Hence
n
∑

k=1

d(y(tk−1), y(tk)) ≤ mε.

Clearly, U(t) ≥ U(s) + d(y(s, y(t)), so

d(y(s), y(t)) ≤ U(t) − U(s).
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Next we show that U is absolutely continuous. Let ε > 0. Take δ > 0 corresponding to
the absolute continuity of y. Let (a1, b1), . . . , (an, bn) be disjoint subintervals of [a, b] such
that

∑n
k=1(bk − ak) < δ. Observe that

U(bk) − U(ak) = sup{
m
∑

l=1

d(y(tl−1), y(tl)) : ak = t0 < · · · < tm = b}.

Choose tk0, . . . , t
k
mk

such that

mk
∑

l=1

d(y(tkl−1), y(t
k
l )) > U(tk) − U(tk−1) − ε/n

for each k = 1, . . . , n. Then
∑mk

l=1(t
k
l−1 − tl) ≤ bk − ak, so

n
∑

k=1

|U(tk) − U(tk−1)| ≤ ε+ nε/n = 2ε.

Hence there exists a u ∈ L1[a, b] such that U(t) = U(a) +
∫ t
a u(s) ds. U is increasing, so

u ≥ 0 a.e. and

U(t) − U(s) =

∫ t

s
u(s) ds.

Definition 5.4. Let (X, d) be a metric space. A function y : (0,∞) → X is called absolutely
continuous on (0,∞), notation y ∈ AC((0,∞);X), if y is absolutely continuous on [a, b] for
every 0 < a < b.

Notice that y(t) = ln t is such that y′(t) = 1/t 6∈ L1[a, b], so y is absolutely continuous
on [a, 1] for all a > 0 but not on [0, 1].

5.2 Gradient flows

Let (X, d) be a metric space.

Definition 5.5. Let ϕ : X → R. The Evolution Variational Inequality (EVI) is the in-
equality

1

2

d

dt
d(y(t), z)2 + ϕ(y(t)) ≤ ϕ(z) for a.e. t > 0, for all z ∈ X.

We say that a map y : [0,∞) → X is a solution of (EVI) if

y : [0,∞) → X is continuous,
y ∈ AC((0,∞);X), and
y satisfies (EVI).

A solution of (EVI) is called a gradient flow for the potential ϕ.
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If X is a Hilbert space, there exists a solution of (EVI) if ϕ is convex. In an arbitrary
metric space there are no lign segment and convexity is not defined. It turns out that there
is a similar existence theorem for gradient flows in arbitrary complete metric spaces if ϕ
satisfies a suitable condition replacing the convexity. It actually is a joint condition on ϕ
and the metric of X. As a motivation for the condition we consider an identity in Hilbert
spaces first.

Lemma 5.6. Let (H, 〈, 〉) be a Hilbert space. For every x, u, v ∈ H and every t ∈ [0, 1] we
have

‖(1 − t)u+ tv − x‖2 = (1 − t)‖u− x‖2 + t‖v − x‖2 − t(1 − t)‖u− v‖2.

Proof.

‖(1 − t)(u− x) + t(v − x)‖2 = (1 − t)2‖u− x‖2 + t2‖v − x‖2 + 2t(1 − t)〈u− x, v − x〉

= (1 − 2t+ t2)‖u− x‖2 + t2‖v − x‖2 + 2t(1 − t)〈u− x, v − x〉

= (1 − t)‖u− x‖2 + t‖v − x‖2 − t(1 − t)
(

‖u− x‖2 − 2〈u− x, v − x〉 + ‖v − x‖2
)

= (1 − t)‖u− x‖2 + t‖v − x‖2 − t(1 − t)‖u− v‖2.

It follows from the lemma that ϕ : H → R is convex if and only if for every θ > 0

θ‖(1 − t)u+ tv − x‖2 + ϕ((1 − t)u+ tv) ≤(1 − t)
(

θ‖u− x‖2 + ϕ(u)
)

+ t
(

θ‖u− x‖2 + ϕ(v)
)

− θt(1 − t)‖u− v‖2

for all t ∈ [0, 1].

Let (X, d) be a metric space and let ϕ : X → R. Consider the following to conditions on ϕ:

(H1) For every x, u, v ∈ X there exists γ : [0, 1] → X continuous such that γ(0) = u,
γ(1) = v and such that

θd(γ(t), x)2 + ϕ(γ(t)) ≤(1 − t)
(

θd(u, x)2 + ϕ(u)
)

+ t
(

θd(v, x)2 + ϕ(v)
)

− θt(1 − t)d(u, v)2

for all t ∈ [0, 1] and all θ > 0.

(H2) ϕ is bounded below on some closed ball, that is, there exist m ∈ X, r > 0, and α ∈ R

such that ϕ(x) ≥ α for every x ∈ X with d(x,m) ≤ r.

The following theorem on existence and uniqueness of gradient flows for ϕ holds true.

Theorem 5.7. Let (X, d) be a complete metric space, let ϕ : X → R be lower semicontinu-
ous and such that (H1) and (H2) hold. Then for every u ∈ X there exists a unique solution
y of (EVI) with y(0) = u. That is,

y : [0,∞) → X is continuous,
u is absolutely continuous on (0,∞),
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and
1

2

d

dt
d(y(t), z)2 + ϕ(y(t)) ≤ ϕ(z) a.e. on (0,∞) for all z ∈ X.

Moreover,
t 7→ ϕ(y(t) is decreasing

and if u1, u2 ∈ X with corresponding solutions y1, y2, then

d(y1(t), y2(t)) ≤ d(u1, u2) for all t ≥ .

Condition (H1) is a mixed condition on the function ϕ as well as on the metric d. For
instance, if ϕ = 0, then the remaining property of the metric d needed to satisfy (H1) is
quite similar to the structure of a Hilbert space metric. Apart from Hilbert spaces, there
is another interesting class of metric spaces that satisfy (H1) for ϕ = 0 (and many other
functions ϕ): the Wasserstein spaces. They are spaces of probability measures endowed
with a metric defined as an optimal cost in a Kantorovich problem.

6 Wasserstein spaces

6.1 The Wasserstein metric

The set of Borel probability measures on a complete separable metric space can be endowed
with the topolgy of narrow convergence. This topology is metrizable, for instance by the
bounded Lipschitz metric. With the aid of Kantorovich’s optimal transport problem we can
define another metric. It turns out that this metric suits well to the conditions concerning
existence of gradient flows.

Recall the following existence result.

Theorem 6.1. Let (X, d) be a separable complete metric space and let c : X → [0,∞) be
lower semicontinuous. For every µ, ν ∈ P(X) there exists an optimal transport plan γ for
c, that is,

γ ∈ Γ(µ, ν) := {η ∈ P(X) : eta(A×X) = µ(A), η(X ×A) = ν(A) for all A ⊆ X Borel}

and
∫

X×X
c(x, y) dγ(x, y) = inf{

∫

X×X
c(x, y) dη(x, y) : η ∈ Γ(µ, ν)}.

The set of all optimal transport maps for c with marginals µ and ν is denoted by Γo.
For p ≥ 1 the map (x, y) 7→ d(x, y)p is continuous. Define for µ, ν ∈ P(X),

Wp(µ, ν) := inf{

∫

X×X
d(x, y)p dη(x, y) : η ∈ Γ(µ, ν)}1/p

(
∫

X×X
d(x, y)p dγ(x, y)

)1/p

, with γ ∈ Γo(µ, ν).

Note that Wp(µ, ν) = ∞ may occur. We will restrict Wp to a subset of P(X) on wich it is
finite.
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Definition 6.2. Let (X, d) be a separable complete metric space and let p ≥ 1. A µ ∈ P(X)
is said to have finite pth moment if there exists an x0 ∈ X such that

∫

X×X d(x, y)p dµ(x) <
∞. The subset of measures with finite pth moment is denoted by

Pp(X) := {µ ∈ P(X) : there exists x0 ∈ X such that

∫

X
d(x, y)p dµ(x) <∞}.

Observe that Pp(X) = P(X) if the metric space has finite diameter in the sense that
there exists an R > 0 such that d(x, y) ≤ R for all x, y ∈ X.

The finiteness of the integral in the definition of Pp(X) does not depend on the choice
of the point x0.

Lemma 6.3. Let (X, d) be a separable complete metric space. Let µ ∈ Pp(X). Then
∫

X
d(x, z)p dµ(x) <∞ for every z ∈ X.

Proof. By Hölder’s inequality,

a+ b =

(

a
b

)

·

(

1
1

)

≤ (|a|p + |b|p)1/p(1q + 1q)1/q,

where 1
p + 1

q = 1. So for a, b ≥ 0,

(a+ b)p ≤ 2p−1(ap + bp).

Hence
d(x, y)p ≤

(

d(x, x0) + d(x0, z)
)p

≤ 2p−1
(

d(x, x0)
p + d(x0, z)

p
)

,

so that
∫

X
d(x, z)p dµ(x) ≤ 2p−1

∫

X
d(x, x0)

p dµ(x) + 2p−1

∫

X
d(x0, z)

p dµ(x),

which is finite.

Theorem 6.4. Let (X, d) be a separable complete metric space and let p ≥ 1. Then Wp is
a metrix on Pp(X).

Proof. Let µ, ν ∈ Pp(X).
Wp(µ, ν) <∞: Since µ⊗ ν ∈ Γ(µ, ν), Fubini yields

Wp(µ, ν)
p ≤

∫

X×X
d(x, y)p d(µ⊗ ν)(x, y) =

∫

X

(
∫

X
d(x, y)p dµ(x)

)

dν(y)

≤

∫

X

(
∫

X
2p−1

(

d(x, x0)
p + d(x0, y)

p
)

dµ(x)

)

dν(y)

= 2p−1

(
∫

X
d(x, x0)

p dµ(x) +

∫

X
d(x0, y)

p dν(y)

)

<∞.

Wp(µ, µ) = 0: Define f : X → X ×X by f(x) := (x, x), x ∈ X, and define η := f#µ.
Then η(S) = µ({x : f(x) ∈ S}) = µ({x : (x, x) ∈ S}) for any Borel set S ⊆ X × X, so
η(A×X) = µ(A) and η(X ×A) = ν(A) for any Borel set A ⊆ X. Hence η ∈ Γ(µ, nu) and

0 ≤Wp(µ, µ)p =

∫

X×X
d(x, y)p dη(x, y) =

∫

X
d(f(x))p dµ(x) = 0.
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Thus Wp(µ, µ) = 0.
Wp(µ, ν) = Wp(ν, µ): Let γ ∈ Γo(µ, ν) (for the cost function (x, y) 7→ d(x, y)p). Then

Wp(µ, ν)
p =

∫

X×X
d(x, y)p dγ(x, y) =

∫

X×X
d(f(x, y))p dη(x, y),

with f(x, y) := (y, x) and η := f#γ. Then η ∈ Γ(ν, µ), so that

Wp(µ, ν)
p =

∫

X×X
d(x, y)p dη(x, y) =

∫

X×X
d(s, y)p dη(x, y) ≥Wp(ν, µ)p.

The desired equality follows if we do the same computation with the roles of µ and ν
reversed.

If Wp(µ, ν) = 0 then µ = ν: Let γ ∈ Γ(µ, ν) be optimal, that is,

∫

X×X
d(x, y)p dγ(x, y) = Wp(µ, ν)

p = 0.

Denote the ‘diagonal’ of X ×X by

∆ := {(x, x) : x ∈ X}.

Suppose that S := supp γ 6⊆ ∆. Then there exists a z ∈ S \∆. Take U ⊆ X ×X open such
that x ∈ U , U ∩ ∆ = ∅. Then γ(U) > 0 (since z ∈ S) and d(x, y)p > 0 for all (x, y) ∈ U .
Hence

∫

X×X
d(x, y)p dγ(x, y) ≥

∫

U
d(x, y)p dγ(x, y) > 0,

which is a contradiction. Therefore S ⊆ ∆. Next, let X ⊆ X be a Borel set and define
D := {(x, x) : x ∈ A}. Then (A×X) ∩ S = D, so

µ(A) = γ(A×X) = γ((A×X) ∩ S) = γ(D) = γ((X ×A) ∩ S) = γ(X ×A) = ν(A).

Finally, we show the triangle inequality for Wp. Let µ1, µ2, µ3 ∈ Pp(X). Take γ12 ∈
Γo(µ1, µ2) and γ23 ∈ Γo(µ2, µ3). Due to the disintegration theorem there exists a family
(ν1,x)x∈X in P(X) such that

x 7→ ν1,x(A) is measurable for every A ⊆ X Borel

and
∫

X×X
h(x, y) dγ12(x, y) =

∫

X

(
∫

X
h(x, y) dν1,x(y)

)

dµ1(x)

for every Borel measurable h : X×X → [0,∞) and, similarly, there exists a family (ν3,y)y∈X

in P(X) with y 7→ ν3,y(A) measurable for each Borel set A ⊆ X and

∫

X×X
h(x, y) dγ23(y, z) =

∫

X

(
∫

X
h(y, z) dν3,y(y)

)

dµ2(y)

for every Borel measurable h : X ×X → [0,∞). Define for V ⊆ X ×X ×X Borel

γ(V ) :=

∫

X

∫

X

∫

X
1V (x, y, z) dν3,y(z) dν1,x(y) dµ1(x).
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Then γ ∈ P(X ×X ×X),

γ(A×X ×X) =

∫

A

∫

X

∫

X
1 dν3,y(z) dν1,x(y) dµ1(x) = µ1(A),

γ(X ×A×X) =

∫

X

∫

A
1 dν1,x(y) dµ1(x) =

∫

X

∫

X
1X×X(x, y) dν1,x(y) dµ1(x)

∫

X×X
1X×A dγ12(x, y) = γ12(X ×A) = µ2(A),

γ(X ×X ×A) =

∫

X

∫

X

∫

X
1A(z) dν3,y(z) dν1,x(y) dµ1(x)

=

∫

X×X

∫

X
1A(z) dν3,y(z) dγ12(x, y)

=

∫

X

∫

X
1A(z) dν3,y(z) dµ2(y) =

∫

X×X
1A(z) dγ23(z)

= γ23(X ×A) = µ3(A).

Denote π13(x, y, z) := (x, z) and define γ13 := (π13)#γ, that is, γ13(A×B) = γ(A×X×B).
Then γ13 ∈ Γ(µ1, µ3), so

Wp(µ1, µ2) ≤

(
∫

X×X
d(x, z)p dγ13(x, z)

)1/p

=

(
∫

X×X×X
d(π13(x, y, z))

p dγ(x, y, z)

)1/p

≤

(
∫

X×X×X

(

d(x, y) + d(y, z)
)p
dγ(x, y, z)

)1/p

= ‖d(x, y, z) 7→ d(x, y) + d(y, z)‖Lp(γ) ≤ ‖d(x, y)‖Lp(γ) + ‖d(y, z)‖Lp(γ)

=

∫

X×X×X
d(x, y)p dγ(x, y) +

∫

X×X
d(y, z)p dγ(y, z)

=

(
∫

X

∫

X

∫

X
d(x, y)p dν3,y(z) dν1,x(y) dµ1(x)

)1/p

+

(
∫

X

∫

X

∫

X
d(y, z)p dν3,y(z) dν1,x(y) dµ1(x)

)1/p

=

(
∫

X×X
d(x, y)p dγ(x, y)

)1/p

+

(
∫

x

∫

X
d(x, z)p dν3,y(z) dγ12(x, y)

)1/p

= Wp(µ1, µ2) +

(
∫

X
d(y, z)p dν3,y(z) dµ2(y)

)1/p

= Wp(µ1, µ2) +

∫

X
d(y, z)p dγ23(y, z)

= Wp(µ1, µ2) +Wp(µ2, µ3).

Thus Wp satisfies the triangle inequality.

The metric Wp on Pp(X) is called the Wasserstein-p metric on P(X).
If the metric space (X, d) has finite diameter, then the topology induced by Wp is the

topology of narrow convergence. The proof needs a lemma on infinite products of measures,
which we cite first.
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Lemma 6.5. Let (X0, d0), (X1, d1), . . . be separable complete metric spaces, let X∞ :=
Π∞

i=0Xi endowed with the metric

d((xi)i, (yi)i) =

∞
∑

i=0

2−i min{d(xi, yi), 1},

and let µi ∈ P(Xi) for all i.

(i) For every γi ∈ Γ(µi, µi+1), i = 0, 1, . . ., there exists a ν ∈ P(X∞) such that

(πi,i+1)#ν = γi for all i = 1, 2, . . . ,

where πi,i+1((xj)
∞
j=0) = (xi, xi+1), (xj)

∞
j=0 ∈ X∞.

(ii) For every γi ∈ Γ(µ0, µi), i = 1, 2, . . ., there exists a ν ∈ P(X∞) such that

(π0,i)#ν = γi for all i = 1, 2, . . . .

Also the next lemma on supports of measures is needed.

Lemma 6.6. Let (X, d) be a separable complete metric space and let µ ∈ P(X). If U is an
open subset of X with µ(U) > 0, then U ∩ suppµ 6= ∅.

Proof. µ is tight, so there is a compact set K ⊆ X such that µ(K) > 0. We argue by
contradiction. Suppose that for all x ∈ K and for all Ux open with x ∈ Ux we have
µ(Ux) = 0. Then

⋃

x Ux is an open cover of K, so K ⊆
⋃n

i=1 Uxi
for some x1, . . . , xn ∈ K.

Then µ(K) ≤
∑n

i=1 µ(Uxi
) = 0, which is a contradiction.

Proposition 6.7. Let (X, d) be a separable complete metric space such that sup{d(x, y) : x, y ∈
X} <∞. Let (µn)n be a sequence in Pp(X) and let µ ∈ Pp(X). Then

Wp(µn, µ) → 0 ⇐⇒
µn → µ narrowly, i.e.
∫

X f dµn →
∫

X f dµ for all f ∈ Cb(X).

Proof. =⇒) Take for each i = 1, 2, . . . a γi ∈ Γo(µ, µi) and let ν be as in (ii) of Lemma 6.5.
Then

∫

X∞

d(πn(x), π0(x))
p dν(x) =

∫

X∞

d(π0,n(x))p dν(x)

=

∫

X×X
d(x, y)p d(π0,n)#ν(x, y) =

∫

X×X
d(x, y)p dγn(x, y)

= Wp(µ, µn)p → 0, n→ ∞,

so for f : X → R bounded Lipschitz
∣

∣

∣

∣

∫

X
f(x) dµn(x) −

∫

X
f(x) dµ(x)

∣

∣

∣

∣

=

∣

∣

∣

∣

∫

X∞

f(πn(x)) dν(x) −

∫

X∞

f(π0(x)) dν(x)

∣

∣

∣

∣

≤

∫

X∞

|f(πn(x)) − f(π0(x))| dν(x) ≤

(
∫

X∞

|f(πn(x)) − f(π0(x))|
p dν(x)

)1/p

≤ Lip(f)

(
∫

X∞

d(πn(x), π0(x))
p dν(x)

)1/p

≤ Lip(f)Wp(µ, µn) →, n→ ∞.
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Hence µn → µ narrowly (as convergence with respect to bounded Lipschitz functions is
sufficient for narrow convergence).

⇐=) Choose γi ∈ Γo(µ, µi), for each i = 1, 2, . . .. Since {µi : , i = 1, 2, . . .} ∪ {µ} is
compact in P(X), Prohorov’s theorem yields that this set is tight. Let ε > 0. Then there
exists a compact K ⊆ X such that

µi(K) ≥ 1 − ε/2 for all i and µ(K) ≥ 1 − ε/2.

The set L := K ×K is compact in X ×X and

γi(X ×X \ L) ≤ γi((X \K) ×X) + γi(X × (X \K))

= µ(X \K) + µi(X \K) < ε,

so {γi : i = 1, 2, . . .} is tight. By Prohorov’s theorem this set is then compact in the metric
space P(X×X) and therefore there is a subsequence and a γ ∈ P(X×X) such that γik → γ
in P(X ×X). Since (x, y) 7→ d(x, y)p is a bounded continuous function on X ×X (by the
assumption that the diameter is finite) it follows that

∫

X×X
d(x, y)p dγ(x, y) = lim

k→∞

∫

X×X
d(x, y)p dγik(x, y) = lim

k→∞
Wp(µ, µik).

Also, the coordinate projections π1 and π2 from X × X to X are continuous, so that
µ = (π1)#γik → (π1)#γ and µik = (π2)#γik → (π2)#γ. Hence γ ∈ Γ(µ, µ).

We show next that γ is an optimal transport plan from µ to µ for the cost function
c : (x, y) 7→ d(x, y)p. We first show that S := supp γ is c-monotone. Let (xi, yi) ∈ S for i =
1, . . . , n and let σ be a permutation of {1, . . . , n}. For each r > 0 we have γ(Br(xi, yi)) > 0,
where Br(xi, yi) denotes the open ball in X×X with radius r centered around (xi, yi). The
Portmanteau theorem yields that

γ(Br(xi, yi)) ≤ lim inf
k→∞

γik(Br(xi, yi)),

So for k large we have γik(Br(xi, yi)) > 0 for i = 1, . . . , n. Hence for every r > 0 there exists
a K ∈ N such that γik(Br(xi, yi)) > 0 for all k ≥ K. With the aid of the previous lemma it
follows that for each r > 0 and each i ∈ {1, . . . , n} there is a point (xr

i , y
r
i ) ∈ suppγik with

d(xr
i , xi) ≤ r and d(yr

i , yi) ≤ r.
Since γik is optimal, its support supp γik is c-monotone, so

n
∑

i=1

c(xr
σ(i), y

r
i ) ≥

n
∑

i=1

c(xr
i , y

r
i ).

Let r ↓ 0. Since c is continuous we get

n
∑

i=1

c(xσ(i), yi) ≥
n
∑

i=1

c(xi, yi).

Hence supp γ is c-monotone. By a theorem from optimal transportation theory is then
follows that γ is an optimal transport plan for c.
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Next we infer that
∫

X×X d(x, y)p dγ(x, y) = 0. We define f : X → X × X by f(x) =
(x, x). Then f#µ ∈ Γ(µ, µ), so

∫

X×X
d(x, y)p dγ(x, y) ≤

∫

X×X
d(x, y)p df#µ(x, y)

=

∫

X
d(x, x)p dµ(x) = 0.

Thus,

lim
k→∞

Wp(µ, µik) = lim
k→∞

∫

X×X
d(x, y)p dγik

=

∫

X×X
d(x, y)p dγ(x, y) = 0.

By the same arguments we can show that for every subsequence of (Wp(µ, µi))i there is a
subsequence which converges to 0. That is sufficient to conclude that Wp(µ, µi) → 0.

If the metrix space (X, d) does not have finite diameter then the topology on Pp(X)
induced by Wp is a little stronger than the topology of narrow convergence. For sake of
completeness we cite the equivalence. A sequence (µn)n in Pp(X) is said to have uniformly
integrable p-moments if there exists an x0 ∈ X such that

lim
r→∞

sup
n∈N

∫

X\Br(x0)
d(x, x0)

p dµn(x) = 0,

where Br(x0) denotes the open ball in X with radius r and center x0.

Proposition 6.8. Let (X, d) be a separable complete metric space and let (µn)n be a se-
quence in Pp(X) and µ ∈ Pp(X). Then

Wp(µn, µ) → 0 ⇐⇒
µn → µ narrowly and
(µn)n has uniformly integrable p-moments.

Theorem 6.9. Let (X, d) be a separable complete metric space. Then (Pp(X),Wp) is a
separable complete metric space.

Proof. To show completeness, let (µn)n be a Cauchy sequence in (Pp(X),Wp). Choose a
subsequence (µnk

)k such that Wp(µnk
, µnk+1

) < 2−k. We can relabel the subsequence and
thus assume that Wp(µn, µn+1) < 2−n. Choose γi ∈ Γo(µi, µi+1) and make ν ∈ P(X∞)
with (πi,i+1)#ν = γi for all i, as in Lemma 6.5. Then

∞
∑

n=1

∫

X∞

d(πn(x), πn+1(x))
p dν(x) =

∞
∑

k=1

∫

X×X
d(x, y)p dγn(x, y) <∞.

As in the proof of completeness of Lp spaces (with functions taking values in R), one can
deduce that there exists a π∞ : X∞ → X such that

∫

X∞

d(πn(x), π∞(x))p dν(x) → 0.
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Let µ∞ := (π∞)#ν. Then µ∞ ∈ Pp(X) and

Wp(µn, µ∞) ≤

∫

X×X
d(x, y)p d(πn, π∞)#ν

=

∫

X∞

d(πn(x), π∞(x))p dν(x) → 0, n→ ∞.

The separability can be shown in the same way as the separability of (P(X), dBL):
the set of convex combinations with rational coefficients of point measures at point of a
countable dense subset is dense in Pp(X).

6.2 Geodesics in metric spaces

In the definition of convexity of real valued functions on vector spaces (in particular Hilbert
spaces) the notion of line segment plays a role. In an arbitrary metric space, there is no
linear structure and therefore there are no line segments. There is an alternative notion.
Line segments are the shortest paths between two points and shortest pats can be defines
in arbitrary metric spaces.

Let (X, d) be a metric space.

Definition 6.10. A geodesic in X is a curve u : [a, b] → X such that

d(u(r), u(t)) = d(u(r), u(s)) + d(u(s), u(t)) for all a ≤ r ≤ s ≤ t ≤ b.

A constant speed-one geodesic is a curve u : [a, b] → X such that

d(u(s), u(t)) = t− s for all a ≤ s ≤ t ≤ b.

Usually we will write ‘geodesic’ if we mean ‘constant speed-one geodesic’.

Example. Consider (R2, ‖ · ‖1), that is, d((u, v), (x, y)) = |u − x| + |v − y|. Let A = (0, 0)
and B = (1, 1). Then

u(t) = (1 − t)(0, 0) + t(1, 1) = (t, t), t ∈ [0, 1]

is a geodesic from A to B, since

d(u(s), u(t)) = ‖(t, t) − (s, s)‖1 = 2|t− s|.

In this example this is not the only geodesic connecting A and B. Indeed, also

v(t) =

{

t(1, 0), 0 ≤ t ≤ 1,
(t− 1)(0, 1), 1 ≤ t ≤ 2.

is a geodesic connecting A and B, since

d(u(s), u(t)) =







|t− s|, 0 ≤ s ≤ t ≤ 1,
|t− s|, 1 ≤ s ≤ t ≤ 2,
‖(1, t− 1) − (s, 0)‖1 = 1 − s+ t− 1 = |t− s|, 0 ≤ s ≤ 1 ≤ t ≤ 2.
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Let us consider geodesics in the Wasserstein spaces over X = Rd. If µ1, µ2 ∈ Pp(X),
(1 − t)µ1 + tµ2 is an element of Pp(X) for every t ∈ [0, 1]. This segment is however not a
geodesic. By means of an optimal transportation plan geodesics can be constructed.

Let X = Rd with the Euclidean metric d(x, y) = ‖x − y‖2. Define the projections
π1, π2 : X ×X → X by

π1(x, y) = x and π2(x, y) = y for all x, y ∈ X.

Theorem 6.11. Let µ, νinPp(R
d). If η ∈ Γo(µ1, µ2) and

αt := (1 − t)π1 + tπ2.

Then the curve u defined by
u(t) := (αt)#η, t ∈ [0, 1]

is a constant speed-one geodesic with µ(0) = µ and µ(1) = ν and

Wp(µ(s), µ(t)) = |s− t|Wp(µ, ν).

Proof. Observe that
∫

X
d(x, 0)p dµ(t)(x) =

∫

X
‖x‖p d(αt)#η(x) =

∫

X×X
‖αt(x, y)‖

p dη(x, y)

=

∫

X×X
‖(1 − t)x+ ty‖p dη(x, y)

≤

∫

X×X
2p−1

(

‖(1 − t)x‖p + ‖ty‖p
)

dη(x, y)

= 2p−1
(

∫

X
(1 − t)p‖x‖p dµ(x) +

∫

X
tp‖y‖p dν(x)

)

<∞,

so µ(t) ∈ Pp(R
d).

Let 0 ≤ s ≤ t ≤ 1 and define γ := (αs, αt)#η. Then γ ∈ P(X ×X),

γ(A×X) =

∫

X×X
1A×X(z) dγ(z) =

∫

X×X
1A×X(αs(z), αt(z)) dη(z)

=

∫

X×X
1A(αs(z)) dη(z) =

∫

X
1A(x)d( alphas)#η(x)

= (αs)#η(A) = µ(s)(A)

and similarly
γ(X ×A) = µ(t)(A)

for A ⊆ X Borel. Hence γ ∈ Γ(µ(s), µ(t)). Therefore,

Wp(µ(s), µ(t))p ≤

∫

X×Y
d(x, y)p dγ(x, y) =

∫

X×X
d(x, y)p d(αs, αt)#]eta(x, y)

=

∫

X×X
d(αs(x, y), αt(x, y))

p dη(x, y)

=

∫

Rd×Rd

‖(1 − s)x+ sy − (1 − t)x− ty‖p dη(x, y)

=

∫

Rd×Rd

|t− s|p‖x− y‖p dη(x, y) = |t− s|pWp(µ, ν)
p,

since η ∈ Γo(µ, ν).
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It follows from the theorem that t 7→ µ(t) is absolutely continuous, because

Wp(µ(s), µ(t)) ≤

∫ t

s
Wp(µ, ν) dr.

Recall the convexity condition (H1) on a function ϕ : X → R that was imposed on ϕ
in order to have a gradient flow for ϕ in the metric space X: For every x, y0, y1 ∈ X there
exists a γ : [0, 1] → X with γ(0) = y0, γ(1) = y1 and

d(x, γ(t))2 + ϕ(γ(t)) ≤(1 − t)
(

d(x, y0)
2 + ϕ(y0)

)

+t
(

d(x, y1)
2 + ϕ(y1)

)

− t(1 − t)d(y0, y1)
2

for all t ∈ [0, 1]. If ϕ = 0 then (H1) is only satisfied if there exists a curve γ such that

d(x, γ(t))2 ≤ (1 − t)d(x, y0)
2 + td(x, y1)

2 − t(1 − t)d(y0, y1)
2.

Since in linear spaces the usual convexity property makes use of line segments, it seems
reasonably to consider geodesics for γ. It turns out that this may be too restrictive in the
Wasserstein space P2(R

d).

Example. Let X = R2 and µ = 1
2δ(0,0) + 1

2δ(2,1) and ν = 1
2δ(0,0) + 1

2δ(−2,1). Then any Borel
map r which maps (0, 0) to (−2, 1) and (2, 1) to (0, 0) is optimal for (x, y) 7→ ‖x − y‖2.
That means that

η((0, 0), (−2, 1)) = 1/2 and η((2, 1), (0, 0)) = 1/2

defines an optimal transport plan η. So

W2(µ, ν)
2 =

∫

R2×R2

‖x− y‖2 dη(x, y) = 5/2 + 5/2 = 5.

Let µ(t) = (αt)#η, where αt = (1 − t)π1 + tπ, t ∈ [0, 1]. Then

µ(t)(A) = η({z : αt(z) ∈ A}) = η({(x, y) : (1 − t)x+ ty ∈ A}).

If (x, y) = ((0, 0), (−2, 1)), then (1 − t)x + ty = (−2t, t) and if (x, y) = ((2, 1), (0, 0)) then
(1 − t)x+ ty = (2 − 2t, 1 − t). Hence

µ(t) = 1
2δ(−2t,t) + 1

2δ(2−2t,1−t).

Take χ = 1
2δ(0,0) + 1

2δ(0,−2), then a transport plan with marginals χ and µ(t) charges

((0, 0), (−2t, 1)) and ((0,−2), (2−2t, 1− t)) both with mass 1
2 or both ((0, 0), (2−2t, 1− t))

and ((0, 2), (−2t, 1)) with mass 1
2 . Hence

W2(χ, µ(t))2 = min{5t2 − 7t+ 13
2 , 5t

2 − 3t+ 9
2}.

This yields that

W2(χ, µ(0))2 = 9/2, W2(χ, µ(1))2 = 9/2, W2(χ, µ(1/2))2 = 17/4

and it follows that

W2(χ, µ(t))2 ≤ (1 − t)W2(χ, µ(0))2W2(χ, µ(1))2 − t(t− 1)W2(µ(0), µ(1))2

is not satisfied at t = 1/2.
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The example suggest that in the Wasserstein spaces geodesics are not suitable curves
γ to consider in order to verify condition (H1), for instance not for the function ϕ = 0. It
turns out that a generalization of the geodesics in Wasserstein spaces yields a convenient
class of curves.

Definition 6.12. Let (X, d) be a separable complete metric space and let µ, ν, β ∈ P(X).
A generalized geodesic joining µ and ν with base point β is a curve

µ(t) = (π2→3
t )#η, t ∈ [0, 1]

where η ∈ Γ(µ, νβ) (which means that η ∈ cP (X ×X ×X) has marginals µ, ν and β) is
such that

π1,2
# η ∈ Γo(β, µ), π1,3

# ∈ Γo(β, ν),

and
π2→3

t = (1 − t)π2 + tπ3,
π1,2(x, y, z) = (x, y), π1,3(x, y, z) = (x, z), (x, y, z) ∈ X ×X ×X.
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[1] Ambrosio, L., Gigli, N., and Savaré, G., Gradient flows in metric spaces and in the
space of probability measures, Lectures in Mathematics, ETH Zürich, Birkhäuser Ver-
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