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Abstract

In this paper we investigate the long-term behaviour of solutions to the discrete Allen-Cahn equation posed
on a two-dimensional lattice. We show that front-like initial conditions evolve towards a planar travelling
wave modulated by a phaseshift γl(t) that depends on the coordinate l transverse to the primary direction
of propagation. This direction is allowed to be general, but rational, generalizing earlier known results for
the horizontal direction. We show that the behaviour of γ can be asymptotically linked to the behaviour
of a suitably discretized mean curvature flow. This allows us to show that travelling waves propagating in
rational directions are nonlinearly stable with respect to perturbations that are asymptotically periodic in
the transverse direction.
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1 Introduction
The main goal of this paper is to study the behaviour of curved wavefronts under the dynamics of
the Allen-Cahn lattice differential equation (LDE)

u̇i,j = ui+1,j + ui,j+1 + ui−1,j + ui,j−1 − 4ui,j + g(ui,j ; a), (1.1)

posed on the planar lattice (i, j) ∈ Z2. For concreteness, we consider the standard bistable nonlin-
earity

g(u; a) = u(u− a)(1− u), a ∈ (0, 1),
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throughout this introduction. We are interested in fronts that move in the rational direction (σh, σv) ∈
Z2, which motivates the introduction of the parallel and transverse coordinates

n = n(i, j) = iσh + jσv, l = l(i, j) = iσv − jσh (1.2)

that we use interchangeably with (i, j); see Figure 1.
Our main results state that initial conditions that are ‘front-like’ in the rough sense that

ui,j(0) < a− ε for n(i, j)� −1, ui,j(0) > a+ ε for n(i, j)� 1 (1.3)

holds for some ε > 0, evolve towards an interface of the form

ui,j(t) = Φ
(
n(i, j)− γl(i,j)(t)

)
. (1.4)

Here the special case γl(t) = ct represents the well-known planar travelling wave solution to (1.1)
that travels in the direction (σh, σv) and connects the two stable equilibria

lim
ξ→−∞

Φ(ξ) = 0, lim
ξ→+∞

Φ(ξ) = 1. (1.5)

In general however we show that the dynamics of the phase γl can be well-approximated by a discrete
mean-curvature flow. This generalizes the results from [23] where we only considered the horizontal
direction and extends the known basin of attraction for planar travelling waves beyond the settings
considered in [16, 17]. The misalignment of the propagation direction with the underlying lattice
causes several mathematical intricacies that we resolve throughout this work.

Modelling background Lattice differential equations arise in numerous problems in which the
underlying discrete spatial topology plays an important role. For example, in [3, 4, 25], the authors
use LDEs to model saltatory conduction, which describes the ‘hopping’ behaviour of action potentials
propagating through myelinated nerve axons. In population dynamics, two-dimensional LDEs are
used to model the strong Allee effect on patchy landscapes; see [27, 40]. In both of these examples it
is necessary to include the spatial heterogeneity of the domain into the model in order to simulate
effects such as wave-pinning. Lattice models have also been used in many other fields, such as material
science, morphology and statistical mechanics [7, 12, 36, 2]. For a more extensive list of references
we refer the reader to the book by Keener and Sneyd [26] or the surveys [20, 28].

Motivation In order to set the stage, we briefly discuss the continuous counterpart of (1.1). This
is the well-known Allen-Cahn PDE

ut = κ
[
uxx + uyy

]
+ g(u; a), (1.6)

where we have included a diffusion constant κ > 0. Planar travelling front solutions of the form

u(x, y, t) = Φ(x cos θ + y sin θ − ct) (1.7)

play a key role towards understanding the global behaviour of (1.6) [1]. They can be found [13] by
solving the travelling wave ODE

− cΦ′(ξ) = κΦ′′(ξ) + g(Φ(ξ); a), (1.8)

which does not depend on the direction of propagation (cos θ, sin θ). In addition, the dependence on
the diffusion coefficient κ can be eliminated through the spatial rescaling

ξ 7→ ξ/
√
κ, c 7→ c/

√
κ. (1.9)

This was recently exploited by Matano, Mori & Nara [33], who studied an anisotropic version
of (1.6) by allowing the diffusion coefficients to depend on ∇u. In terms of the travelling wave
ODE (1.8), this effectively introduces a direction-dependence κ = κ(θ). The spatial rescalings (1.9)

2



subsequently point to a natural anistropic metric that can be used to analyze the long-time evolution
of expansion waves. Indeed, for initial conditions u0 that satisfy

min
|(x,y)|≤L

u0(x, y) > a, lim sup
|(x,y)|→∞

u0(x, y) < a (1.10)

for some L� 1, the asymptotic behaviour of the level set

Γ(t) :=
{

(x, y) ∈ R2 : u(x, y, t) = a
}

is well approximated by the boundary of the Wulff shape [9, 37, 43] associated to this metric,
expanding at a speed of c − [ct]−1. This latter term can be seen as a correction for curvature-
driven effects and also appears in the earlier isotropic studies [41, 22, 38]. The key point is that
the expanding Wulff shape is a self-similar solution to an anisotropic mean curvature flow that also
underpins the large-time behaviour of curved wavefronts.

Returning to our LDE (1.1), we emphasize that anisotropic effects are a natural consequence of
the broken rotational symmetry, but they cannot be readily transformed away by spatial rescalings
such as (1.9). Nevertheless, initial numerical experiments such as those in [42] indicate that the Wulff
shape also plays an important role in the long-term evolution of initial conditions such as (1.10), but
that the behaviour near the corners is rather subtle. One of our main longer term goals is to gain
a detailed understanding of this expansion mechanism. A key intermediate step that we pursue in
this paper is to understand how discretized curvature flows interact with the dynamics of (1.1).

Curved PDE fronts From a technical point of view, our work is chiefly inspired by the results
obtained in [34] by Matano and Nara. They considered the Cauchy problem for equation (1.6) with
an initial condition that roughly satisfies

u(x, y, 0) < a− ε for x� −1, u(x, y, 0) > a+ ε for x� 1,

again with ε > 0. The authors show that for t � 1 the solution u becomes monotone around
Φ(0) = 1

2 , which, via the implicit theorem argument, allows a phase γ(y, t) to be defined via the
requirement

u(γ(y, t), y, t) = Φ(0). (1.11)

This phase is particularly convenient because it determines the large time behaviour of the solution
u via the asymptotic limit

lim
t→∞

|u(x, y, t)− Φ
(
x− γ(y, t)

)
| = 0. (1.12)

Moreover, the authors showed that the phase γ can be closely tracked by solutions θ to the PDE

θt = θyy +
c

2
θ2
y + c, (1.13)

by constructing super- and sub-solutions to (1.6) of the form

u±(x, y, t) = Φ

x− θ(y, t)√
1 + θ2

y

± Z(t)

± z(t), (1.14)

where Z and z are small correction terms compensating for the initial differences in phase and
amplitude. The main advantage of the PDE (1.13) is that it transforms into a standard heat equation
via the Cole-Hopf transformation, which leads to explicit expressions for the solution.

Describing the phase γ with the dynamics of the PDE (1.13) has two main advantages [34]. First,
the solution θ approximates solutions of the mean curvature flow with a drift term c, allowing for a
physical interpretation of the phase γ. Second, this description can be used to establish convergence
results for initial conditions u0 that are uniquely ergodic, which includes the case that u0 is periodic
or almost-periodic in the transverse direction. These results are hence part of an ever-increasing
family of stability results for travelling fronts in dissipative PDEs, which include the classic one-
dimensional papers [14, 39] and their higher-dimensional counterparts [24, 44, 29].
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Fig. 1: Both panels show the sublattice Z2
× obtained after the coordinate transformation (1.2), for

the rational direction (σh, σv) = (2, 3) on the left and the irrational angle π/6 on the right. We see
that the left lattice is a proper subset of Z2. On the right however the purple dots only coincide with
Z2 at the origin. Moreover, the sets {iσh + jσv : (i, j) ∈ Z2} and {iσv − jσh : (i, j) ∈ Z2} are both
dense in R. This feature significantly differentiates the analysis between the rational and irrational
directions.

Discrete setting Substituting the planar wave Ansatz

uij(t) = Φ(n(i, j)− ct) (1.15)

into the LDE (1.1), we see that the wave pair (c,Φ) must satisfy the mixed functional differential
equation (MFDE)

− cΦ′(ξ) = Φ(ξ + σh) + Φ(ξ − σh) + Φ(ξ + σv) + Φ(ξ − σv)− 4Φ(ξ) + g
(
Φ(ξ); a

)
, (1.16)

which we consider together with the boundary conditions (1.5). This MFDE has been well-studied
by now and various detailed existence and uniqueness results can be found in the seminal paper [31]
and the survey [20]. For now we simply point out the qualitative differences between the c = 0 and
c 6= 0 cases and the explicit dependence on the propagation direction, which can be rather delicate.
Indeed, for a single fixed a ∈ (0, 1) certain directions can support freely travelling waves with smooth
profiles, while others only feature pinned step-like profiles [8, 18].

For our purposes in this paper, the main consequence of the spatial discreteness is that it is no
longer possible to construct sub- and super-solutions by applying relatively straightforward phase
modulations to the profile Φ as in (1.14). Indeed, the shifts in (1.16) prevent us from simply factoriz-
ing out a common factor Φ′(ξ) from the associated residuals as was possible in the series [33, 35, 6].
Inspired by normal form theory, we circumvent this problem by using a super-solution Ansatz of the
form

u+
n,l(t) = Φ

(
n− θl(t) + Z(t)

)
+

N∑
k=−N

pk
(
n− θl(t) + Z(t)

)(
θl+k(t)− θl(t)

)
+

N∑
k=−N

N∑
k′=−N

qk,k′
(
n− θl(t) + Z(t)

)(
θl+k(t)− θl(t)

)(
θl+k′(t)− θl(t)

)
+ z(t), (1.17)

in which N = 2 max{|σh|, |σv|}. The auxiliary functions (pk), and (qk,k′) are chosen in such a way
that the dangerous slowly decaying terms caused by the lattice anisotropy are cancelled. To achieve
this, it is necessary to carefully analyze the spectral stability properties of the underlying planar
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wave (c,Φ) and exploit the Fredholm theory for linear MFDEs that was developed by Mallet-Paret
[30].

The Ansatz (1.17) (but with different functions p, q and θ) first appeared in [17] - where it was
used to study the evolution of initial conditions of the form

ui,j(0) = Φ
(
n(i, j)

)
+ v0

i,j , lim
|i|+|j|→∞

|v0
i,j | → 0. (1.18)

The authors established algebraic decay rates for the convergence

uij(t)→ Φ(n(i, j)− ct), (1.19)

hence establishing the stability of the planar wave (1.15) under localized perturbations, which form
a (restrictive) subset of the general class (1.3) considered here.

The main novel aspect compared to [17] is that we need to incorporate nonlinear terms in the
evolution of θ in order to capture the curvature-driven interface dynamics resulting from the non-
local nature of the perturbations. Indeed, our evolution equation for θ takes the form

θ̇l(t) =
1

d

N∑
k=−N

ak

(
ed(θl+k(t)−θl(t)) − 1

)
+ c, (1.20)

for a set of coefficients (ak) that is prescribed by the normal form analysis discussed above. For now,
we simply mention that the parameter d can be directly expressed in terms of important geometric
and spectral quantities associated to the wave (c,Φ). As we discuss in the sequel, this will allow us
to make the connection between (1.20) and a discretized mean curvature flow.

As in the continuous case, solutions to (1.20) can be used to approximate the behaviour of the
phase γ appearing in (1.4). This control is sufficiently strong to establish the convergence γ(t)→ ct+µ
for initial conditions of the form

ui,j(0) = Φ
(
n(i, j)− κl

)
+ v0

i,j , lim
|i|+|j|→∞

|v0
i,j | → 0, (1.21)

where κl is an arbitrary periodic sequence. The main significance compared to the earlier results in
[16, 17] is that this corresponds to an ‘infinite-energy’ shift in the underlying wave position, during
which the periodic wrinkles are flattened out under the flow of (1.20).

In our earlier work [23] we restricted attention to the horizontal direction (σh, σv) = (1, 0), which
greatly simplified the analysis of (1.17) and (1.20). Indeed, we were able to choose N = 1, with
a1 = a−1 = 1 and p−1 = p1 = 0, which means that the linear terms reduce to the standard discrete
heat equation. Solutions could hence be represented explicitly in terms of modified Bessel functions
of the first kind, for which detailed bounds are available in the literature. In addition, the remaining
auxiliary functions satisfied the useful identities

q−1,+1 = q+1,−1 = 0, q−1,−1 = q+1,+1, (1.22)

allowing the quadratic terms in the super-solution residual to be analyzed in a transparant fashion.
For general rational directions, some of the coefficients ak can become negative, in which case

(1.20) no longer admits a comparison principle. In addition, we can no longer represent our solutions
in terms of special functions for which powerful off-the-shelf estimates are available. We resolve these
issues in §5-6 by developing an approximate comparison principle and using the saddle-point method
to extract the necessary decay rates on the Green’s function for the linear part of (1.20).

Mean curvature flows Matano and Nara proved in [34] that the solution θ(t) to the PDE (1.13)
can be approximated by solutions Γ to the PDE

Γt√
1 + Γ2

y

=
Γyy

(1 + Γ2
y)3/2

+ c. (1.23)
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This equation is known as a mean curvature flow equation with an additional drift term c. Indeed,
writing ν(y, t) for the rightward-pointing normal vector of the interfacial graph {Γ(y, t), y)}, to-
gether with V (y, t) for the horizontal velocity vector and H(y, t) for the curvature, we can make the
identifications

ν =
[
1 + Γ2

y

]−1/2
(1,−Γy), V = (Γt, 0

)
, H =

[
1 + Γ2

y

]−3/2
Γyy. (1.24)

In particular, (1.23) can be written in the form

V · ν = H + c, (1.25)

which reflects the rotational invariance of the wavespeed c.
In the discrete setting there is no ‘canonical’ notion of a mean curvature flow due to the absence

of a suitable normal vector for the interface (Γl, l). Indeed, for a fixed index l ∈ Z one can consider
the angle

ϕl;k(Γ) = arctan
Γl − Γl+k

k
, (1.26)

for any k ∈ Z, which measures the orientation of the vector that is transverse to the connection
between (Γl, l) and (Γl+k, l + k); see Figure 2. These can all be considered as normal directions in
some sense.

However, it is possible and natural to apply appropriate discretization schemes to (1.25). In order
to take the lattice anisotropy into account, we start by writing cϕ for the wavespeed associated to
the planar wave solutions

uij(t) = Φϕ
(
n cosϕ+ l sinϕ− cϕt

)
(1.27)

to (1.1) that travel at an additional angle of ϕ relative to our original planar wave (1.15). This allows
us to define the directional dispersion

D(ϕ) =
cϕ

cosϕ
,

which measures the speed at which level sets of the wave (cϕ,Φϕ) move along the n-direction.
Setting out to discretize the terms in (1.25), we first introduce the average

[cΓ]l =
1

2N

∑
0<|k|≤N

cϕl;k(Γ), (1.28)

where we use 2N neighbours in order to account for all the interactions present in (1.20). In addition,
we introduce the notation

[βΓ]l =

√√√√1 +
∑

0<|k|≤N

Ak
k2

(Γl+k − Γl)2, [∆Γ]l =
∑

0<|k|≤N

2Bk
k2

(θl+k − θl), (1.29)

which depends on two sequences (Ak) and (Bk). These must satisfy the normalization conditions∑
0<|k|≤N

Ak = 1,
∑

0<|k|≤N

Bk = 1,
∑

0<|k|≤N

Bk/k = 0 (1.30)

in order to ensure that βΓ and ∆Γ reduce formally to the symbols
√

1 + Γ2
y and Γyy in the continuum

limit.
These sequences weigh the contributions of each of the normal directions ϕl;k to the components

of our discrete curvature flow, which we formulate as

β−1
Γ Γ̇ = κHβ

−3
Γ ∆Γ + cΓ. (1.31)
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Fig. 2: Here we provide the geometric motivation behind the definition (1.28) for cΓ withN = 2. Since
there is no uniquely defined normal direction for discrete graphs, we take the average of the velocities
associated to the directions transverse to the connecting lines between (Γl, l) and (Γl+k, l+ k). Here
we consider each 0 < |k| ≤ 2.

It turns out that (1.31) and (1.20) can be matched up to cubic terms if and only if the parameters
are chosen as

κH =
1

2

N∑
k=−N

k2ak, d =
[∂2
ϕD(ϕ)]ϕ=0

2κH
. (1.32)

The latter expression precisely matches the choice that comes from the technical considerations that
lead to (1.20) during the construction of our super-solution (1.17). It also plays a key role in the
related studies [15, 19] that concern travelling corner solutions in anisotropic media.

Outlook In this paper we have restricted our attention to rational directions, primarily due to the
fact that we lose the periodicity of the Fourier transform for irrational directions. In fact, the relevant
Fourier symbol becomes quasi-periodic, making it very cumbersome to extract the necessary decay
estimates. We are working on further reduction steps to bypass this issue, which could eventually
allows us to consider general rounded interfaces. On the other hand, we do believe that the approach
developed here is already strong enough to handle further questions such as the stability of the
corner solutions constructed in [19] or the propagation of wavefronts through structured networks.

Organization This paper is organized as follows. After stating our main results in §2, we discuss
the asymptotic formation of interfaces in §3 and §4 by exploiting the properties of ω-limit points.
These sections simplify the ideas in [23] and adapt them to the more general setting considered in
this paper. We proceed in §5 by studying the linearization of our phase LDE (1.20). In particular, we
use techniques inspired by the saddle-point method to extract our required decay rates and establish
a quasi-comparison principle. These are used in §6 to incorporate the nonlinear terms in (1.20) and
build the bridge with the discrete curvature flow (1.31). These ingredients allow us to construct sub-
and super-solutions for (1.1) in §7, which are subsequently used in §8 to establish our final stability
results.

Acknowledgments Both authors acknowledge support from the Netherlands Organization for
Scientific Research (NWO) (grant 639.032.612).
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2 Main results
In this paper we are interested in the discrete Allen-Cahn equation

u̇i,j(t) = [∆+u(t)]i,j + g
(
ui,j(t)

)
(2.1)

posed on the planar lattice Z2. The plus-shaped discrete Laplacian ∆+ : `∞(Z2) → `∞(Z2) acts as
a sum of differences over the nearest neighbors[

∆+u
]
i,j

= ui+1,j + ui,j+1 + ui−1,j + ui,j−1 − 4ui,j , (2.2)

while the nonlinear function g satisfies the following standard bistability condition.

(Hg) The nonlinearity g : R→ R is C3-smooth and there exists a ∈ (0, 1) such that

g(0) = g(a) = g(1) = 0, g′(0) = g′(1) < 0.

In addition, we have the inequalities

g(x) > 0 for x ∈ (−∞, 0) ∪ (a, 1), g(x) < 0 for x ∈ (0, a) ∪ (1,∞).

In this paper we focus on travelling waves propagating in rational directions. That is, we pick a
direction (σh, σv) ∈ Z2 with gcd(σh, σv) = 1 and consider wave-profiles Φ∗ that connect the two
stable equilibria of the nonlinear function g, while traveling with the speed c∗ in the direction
(σh, σv).

It is convenient to pass to a new (n, l)-coordinate system that is oriented parallel (n) and trans-
verse (l) to the direction of wave-propagation. In particular, we write

n = iσh + jσv, l = iσv − jσh

and introduce the notation

Z2
× =

{
(n, l) ∈ Z2 : ∃(i, j) ∈ Z2 : n = iσh + jσv, l = iσv − jσh

}
⊂ Z2

for the image of the original grid Z2. Upon introducing the quantities

σ∗ =
√
σ2
h + σ2

v , σ∞ = max{|σh|, |σv|}, (2.3)

we point out the mappings

(i+ σh, j + σv) 7→ (n+ σ2
∗, l), (i+ σv, j − σh) 7→ (n, l + σ2

∗), (2.4)

which implies that for any (n, l) ∈ Z2
× the point (n+ aσ2

∗, l + bσ2
∗) is also an element of Z2

× for any
(a, b) ∈ Z2, see Figure 1.

In this new coordinate system the discrete Laplace operator (2.2) transforms as

[∆×u]n,l = un+σh,l+σv + un+σv,l−σh + un−σh,l−σv + un−σv,l+σh − 4un,l. (2.5)

In particular, the initial value problem that we consider in this paper can be written in the form

u̇n,l(t) = [∆×u(t)]n,l + g
(
un,l(t)

)
, (n, l) ∈ Z2

×, t > 0, (2.6)

un,l(0) = u0
n,l, (2.7)

for some initial condition u0 ∈ `∞(Z2
×). Our second assumption imposes a ‘front-like’ property on

this initial condition u0.

(H0) The initial condition u0 ∈ `∞(Z2
×) satisfies

lim sup
n→−∞

sup
l∈Z:(n,l)∈Z2

×

u0
n,l < a, lim inf

n→+∞
inf

l∈Z:(n,l)∈Z2
×

u0
n,l > a. (2.8)
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2.1 Travelling waves
A travelling wave solution is any solution of the form

un,l(t) = Φ∗(n− c∗t) (2.9)

for some wave-profile Φ∗ and speed c∗ ∈ R. Any such pair must necessarily satisfy the MFDE

− c∗Φ′∗(ξ) = Φ∗(ξ + σh) + Φ∗(ξ + σv) + Φ∗(ξ − σh) + Φ∗(ξ − σv)− 4Φ∗(ξ) + g
(
Φ∗(ξ)

)
, (2.10)

which we augment with the boundary conditions

lim
ξ→−∞

Φ∗(ξ) = 0, lim
ξ→∞

Φ∗(ξ) = 1. (2.11)

The existence of such pairs (c∗,Φ∗) was established by Mallet-Paret in [31], both for rational and
irrational directions. The wave-speed c∗ is unique once the direction (σh, σv) and the detuning
parameter a have been fixed, while the wave-profile Φ∗ is monotonically increasing and unique up
to translations provided that c∗ 6= 0. In contrast to the continuous setting, there can be a range of
values for a where c∗ = 0 holds; see [19] for a detailed discussion. The assumption below ensures
that we are outside of this so-called pinning regime.

(HΦ) There exists a wave-speed c∗ 6= 0 and a monotone wave profile Φ∗ that satisfy the MFDE
(2.10) together with the boundary conditions (2.11) and the phase normalization Φ∗(0) = 1

2 .

To examine the stability properties of the wave-pair (Φ∗, c∗) under the dynamics of (2.6), one
usually starts by considering the linear variational problem

v̇n,l(t) = [∆×v(t)]n,l + g′
(
Φ∗(n− c∗t)

)
vn,l(t).

Taking the discrete Fourier transform along the transverse direction l, the problem decouples into
the set of one-dimensional LDEs

v̇n(t) = eiωσvvn+σh(t) + e−iωσhvn+σv (t) + e−iωσvvn−σh(t) + eiωσhvn−σv (t)− 4vn(t)

+ g′
(
Φ∗(n− c∗t)

)
vn(t),

(2.12)

indexed by the frequency variable ω ∈ [−π, π]. As shown in [21, §2], there is a close relationship
between the Green’s function for each of the LDEs (2.12) and their associated linear operators

Lω : W 1,∞(R;C)→ L∞(R;C), ω ∈ [−π, π]

which act as

[Lωp] (ξ) = c∗p
′(ξ) + eiωσvp(ξ + σh) + e−iωσhp(ξ + σv) + e−iωσvp(ξ − σh) + eiωσhp(ξ − σv)
− 4p(ξ) + g′

(
Φ∗(ξ)

)
p(ξ).

(2.13)

A special role is reserved for the operator L0, which encodes the linearized behaviour of the wave
Φ∗ under perturbations that are homogeneous in the transverse direction. We briefly summarize
several key Fredholm properties of this operator that were obtained by Mallet-Paret in the classic
paper [30].

Lemma 2.1 (see [30]). Assume that (Hg) and (HΦ) are satisfied. Then the operator L0 : W 1,∞(R;C)→
L∞(R;C) is Fredholm with index zero. It has a one-dimensional kernel spanned by the strictly positive
function Φ′∗. In addition, its range admits the characterization

R(L0) =

{
f ∈ L∞(R;R) :

∫
R
ψ∗(ξ)f(ξ) dξ = 0

}
(2.14)

for some strictly positive bounded function1 ψ∗ ∈ C2(R;R) that we normalize to have∫
R
ψ∗(ξ)Φ

′
∗(ξ)dξ = 1. (2.15)

1In fact, ψ∗ spans the kernel of the formal adjoint L∗0 that arises from L0 by flipping the sign of c.

9



Since clearly Φ′∗ /∈ R(L0) we see that λ = 0 is a simple eigenvalue of the operator L0. The following
result states that this property extends to a branch of simple eigenvalues λω for the operators Lω
with ω ≈ 0.

Lemma 2.2 (see [16, Prop. 2.2]). Assume that (Hg) and (HΦ) are satisfied. Then there exists a
constant 0 < ω0 � 1 together with pairs

(λω, φω) ∈ C×W 1,∞(R;C),

defined for each ω ∈ (−ω0, ω0), that satisfy the following properties.

(i) For each ω ∈ (−ω0, ω0) we have the characterization

Ker(Lω − λω) = span {φω} ,

together with the algebraic simplicity condition

φω /∈ R(Lω − λω).

(ii) We have λ0 = 0, φ0 = Φ′∗ and the maps ω 7→ λω, ω 7→ φω are analytic.

(iii) For each ω ∈ (−ω0, ω0) we have the normalization

〈φω, ψ∗〉L2 = 1.

Our following assumption states that the map ω 7→ λω touches the origin in a quadratic tan-
gency, opening up to the left of the imaginary axis. This is a rather standard condition that was
also used in [16] and [17] to show that transverse phase deformations decay at the standard rates
prescribed by the heat equation. We remark that Lemma 6.3 in [16] guarantees that this condition
is satisfied whenever the propagation direction is close to horizontal or diagonal. Furthermore, nu-
merical experiments in [16, §6] suggest that this extends to all directions where the wavespeed does
not vanish.

(HS)1 The branch of eigenvalues (λω)ω≈0 satisfies the inequality

[∂2
ωλω]ω=0 < 0.

Our final spectral assumption is far less standard and requires some technical preparations. To
this end, we introduce the set of shifts

(τ1, τ2, τ3, τ4) = (σh, σv,−σh,−σv) (2.16)

and their associated translation operators Tν that act as

[Tνh](ξ) = h(ξ + τν), ν ∈ {1, 2, 3, 4} (2.17)

for any function h ∈ C(R). These can be used to define a collection of functions p�, p�� and q��

that play a key role in §7 where we construct sub- and super-solutions for (2.6). For our purposes
here, we are chiefly interested in the associated coefficients α�p, α��p and α��q that are related to the
solvability condition (2.14).

Lemma 2.3 (see §6). Assume that (Hg) and (HΦ) both hold. Then for every ν, ν′ ∈ {1, 2, 3, 4}
there exist bounded functions

p�ν , p
��
νν′ , q

��
νν′ : R→ R

that satisfy the identities

[L0p
�
ν ] (ξ) = [TνΦ′](ξ)− α�p;νΦ′(ξ),

[L0p
��
νν′ ](ξ) = α�p;ν′p

�
ν(ξ)− [Tν′p

�
ν ](ξ)− α��p;νν′Φ′(ξ),

[L0q
��
νν′ ](ξ) = −α�p;ν

d

dξ
p�ν(ξ) + [Tν′

d

dξ
p�ν ](ξ)− 1

2
g′′
(
Φ∗(ξ)

)
p�ν(ξ)p�ν′(ξ)

−1

2
1ν=ν′ [TνΦ′′∗ ](ξ)− α��q;νν′Φ′(ξ).

(2.18)
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Here the coefficients α�p;ν , α��p;νν′ and α
��
q;νν′ are given by

α�p;ν =
∫
R[TνΦ′](ξ)ψ∗(ξ)dξ,

α��p;νν′ =
∫
R
[
α�p;νp

�
ν′(ξ)− [Tν′p

�
ν ](ξ)

]
ψ∗(ξ)dξ,

α��q;νν′ =
∫
R

(
−α�p;ν

d

dξ
p�ν′(ξ) + [Tν′

d

dξ
p�ν ](ξ)− 1

2
g′′
(
Φ∗(ξ)

)
p�ν(ξ)p�ν′(ξ)

)
ψ∗(ξ)dξ

−1

2

∫
R 1ν=ν′ [TνΦ′′∗ ](ξ)ψ∗(ξ)dξ.

(2.19)

Moreover, the functions p�ν , p��νν′ and q
��
νν′ can be chosen in such a way that

〈p�ν , ψ∗〉L2 = 0, 〈p��νν′ , ψ∗〉L2 = 0, 〈q��νν′ , ψ∗〉L2 = 0. (2.20)

Upon introducing the convenient notation

(σ1, σ2, σ3, σ4) = (σv,−σh,−σv, σh), (2.21)

we now use the coefficients (2.19) to introduce the function f(σh,σv) : [−π, π]→ R that acts as

f(σh,σv)(ω) =
∑4
ν=1 α

�
p;ν(cos (σνω)− 1)

+
∑4
ν,ν′=1 α

��
p;νν′

(
cos
(
(σν + σν′)ω

)
− cos (σνω)− cos (σν′ω) + 1

)
.

(2.22)

For the sequel, it is convenient to rewrite this expression in a more compact form. To this end, we
write N = maxν,ν′∈{1,2,3,4} {σν , σν + σν′} and introduce the sequence

ak =

4∑
ν=1

α�p;ν1{k=σν} +

4∑
ν,ν′=1

α��p;νν′
(
1{k=σν+σν′} − 1{k=σν} − 1{k=σν′}

)
, (2.23)

which allows us to rewrite (2.22) as

f(σh,σv)(ω) =

N∑
k=−N

ak(cos (kω)− 1). (2.24)

This function will appear later as the real part of the Fourier symbol associated to the linear dynamics
of the transverse phase of the planar wave (c∗,Φ∗).

In the horizontal case (σh, σv) = (1, 0) we can take N = 1, a−1 = 1, a1 = 1 and

f(1,0)(ω) = 2(cosω − 1), (2.25)

but in general the coefficients ak can be negative. In order to ensure that our phase dynamics can
be controlled, our final assumption requires the function f to be strictly negative for all non-zero ω.

(HS)2 The inequality f(σh,σv)(ω) < 0 holds for all ω ∈ [−π, π]\{0}.
We now set out to obtain some geometric intuition concerning the coefficients (2.18) and the

Fourier symbol (2.24). We first note that the pair (c∗,Φ∗) can be perturbed in order to yield waves
travelling in directions that are ‘close’ to (σh, σv). In particular, we follow the approach from [19]
and look for solutions to the Allen-Cahn equation (2.6) of the form

un,l(t) = Φϕ(n cosϕ+ l sinϕ− cϕt), (2.26)

which travel at an angle ϕ through the rotated lattice Z2
×. Inserting this Ansatz into (2.6), we find

that the pair (cϕ,Φϕ) must satisfy the MFDE

−cϕΦ′ϕ(ξ) = Φϕ(ξ + σh cosϕ+ σv sinϕ) + Φϕ(ξ + σv cosϕ− σh sinϕ)

+ Φϕ(ξ − σh cosϕ− σv sinϕ) + Φϕ(ξ − σv cosϕ+ σh sinϕ)

− 4Φϕ(ξ) + g
(
Φϕ(ξ)

)
.

(2.27)

Using standard bifurcation arguments one can show that the pair (Φ∗, c∗) can be embedded into a
smooth branch of waves (cϕ,Φϕ) for ϕ ≈ 0.
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Lemma 2.4 (see [19, Prop. 2.2] and [16, Thm. 2.7]). Assume that (Hg) and (HΦ) are satisfied.
Then there exists a constant δϕ > 0 together with pairs

(cϕ,Φϕ) ∈ R×W 1,∞(R;R),

defined for every ϕ ∈ (−δϕ, δϕ), such that the following holds true.

(i) For every ϕ ∈ (−δϕ, δϕ) the pair (cϕ,Φϕ) satisfies the MFDE (2.27) together with the boundary
conditions (2.11).

(ii) For every ϕ ∈ (−δϕ, δϕ) we have the normalization 〈Φϕ − Φ∗, ψ∗〉 = 0.

(iii) The maps ϕ 7→ cϕ and ϕ 7→ Φϕ are C2-smooth, with (c0,Φ0) = (c∗,Φ∗).

Our next result shows that there is a close link between the coefficients (2.18), the pairs (λω, φω)
constructed in Lemma 2.3 and the waves (cϕ,Φϕ) described in Lemma 2.4. These identities can be
stated in a compact fashion by virtue of the choices (2.16) and (2.21).

Lemma 2.5 (see §6). Assume that (Hg) and (HΦ) are satisfied. Then the following identities hold.

(i) c∗ = −
∑4
ν=1 τνα

�
p;ν ,

(ii) [∂ϕcϕ]ϕ=0 = −
∑4
ν=1 σνα

�
p;ν = −

∑N
k=−N akk,

(iii) [∂2
ϕcϕ]ϕ=0 = −c∗ + 2

∑4
ν=1

∑4
ν′=1 σνσν′α

��
q;νν′ ,

(iv) [∂ϕΦϕ]ϕ=0 = −
∑4
ν=1 σνp

�
ν ,

(v) [∂ωλω]ω=0 =
∑4
ν=1 σνα

�
p;ν ,

(vi) [∂2
ωλω]ω=0 = −

∑4
ν=1 α

�
νσ

2
ν −

∑4
ν,ν′=1 2α��p;νν′σνσν′ = −

∑N
k=−N akk

2.

Combining item (vi) and (2.22), we readily see that

f ′′(σh,σv)(0) = [∂2
ωλω]ω=0.

This identity in combination with (HS)1 implies that the function f(σh,σv) looks like a downwards
parabola locally around ω = 0. This information was sufficient to obtain the ‘localized’ stability
results in [16] and [17], but our more general setup here requires global information on the function
f(σh,σv). An important role is reserved for the parameter

d = −
∂2
ϕ[cϕ/ cosϕ]ϕ=0

[∂2
ωλω]ω=0

= −
c∗ + [∂2

ϕcϕ]ϕ=0

[∂2
ωλω]ω=0

=
2
∑4
ν=1

∑4
ν′=1 σνσν′α

��
q;νν′∑4

ν=1 α
�
νσ

2
ν +

∑4
ν,ν′=1 2α��p;νν′σνσν′

, (2.28)

which is well-defined on account of assumption (HS)1. It measures the ratio between the quadratic
terms in the directional dispersion cϕ/ cosϕ and the branch of eigenvalues λω. This parameter also
played a crucial role throughout the construction of travelling corners for (2.1); see [19, Eqs. (7.38)
and (7.76)] where it appears as the quadratic coefficient on the center manifold that governs the
transverse dynamics.

2.2 Interface formation
In this subsection we provide a construction for the set of phases

(
γl(t)

)
l∈Z that should be seen as

an approximation for the level set u = 1
2 . Indeed, due to the discreteness of the lattice one cannot

necessarily find integers n∗(l, t) for which un∗(l,t),l(t) = 1
2 holds exactly - even when restricted to

large times t� 1. Instead, we establish the following monotonicity result, which for fixed l and large
t� 1 allows us to capture the ‘crossing’ of u through 1

2 between n = n∗(l, t) and n = n∗(l, t) + σ2
∗.
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Fig. 3: In order to construct the phase γl(t) for a fixed pair (l, t) we first identify an interfacial
region around the value Φ∗(0) = 1

2 (shaded in blue) where the (discrete) function n 7→ un,l(t) is
monotone. We subsequently stretch the waveprofile to match the (pink) points (n∗, un∗,l(t)) and(
n∗ + σ2

∗, un∗+σ2
∗,l

(t)
)
introduced in (2.29).

Proposition 2.6 (see §4). Suppose that (Hg), (HΦ) and (H0) are satisfied. There exists a time
T > 0 such that for every l ∈ Z and t ≥ T there exists a unique n∗ = n∗(l, t) with the property

0 < un∗,l(t) ≤
1

2
, un∗+σ2

∗,l
(t) >

1

2
. (2.29)

We now set out use an interpolation argument to construct γl(t) from the quantities in (2.29).
The main consideration is that for exact travelling waves un,l(t) = Φ∗(n−c∗t+µ) we wish to recover
the standard phase γl(t) = c∗t − µ, in view of the fact that Φ∗(0) = 1

2 . To achieve this, we define
the phases

θ−l (t) = Φ−1
∗
(
un∗(l,t),l(t)

)
, θ+

l (t) = Φ−1
∗
(
un∗(l,t)+σ2

∗,l
(t)
)

(2.30)

associated to the two values (2.29). Upon writing

ϑ∗(l, t) = −σ2
∗θ
−
l (t)/[θ+

l (t)− θ−l (t)], (2.31)

we note that the linear interpolation

θlin;l,t(ξ) = σ−2
∗ θ+

l (t)ξ − σ−2
∗ θ−l (t)(ξ − σ2

∗) (2.32)

satisfies
θlin;l,t(0) = θ−l (t), θlin;l,t

(
ϑ∗(l, t)

)
= 0, θlin;l,t(σ

2
∗) = θ+

l (t). (2.33)

This motivates the phase-interpolated definition

γl(t) = n∗(l, t) + ϑ∗(l, t), (2.34)

which ensures that the ‘stretched’ profile Φ̃(ξ) = Φ∗

(
θlin;l,t

(
ξ − n∗(l, t)

))
satisfies

Φ̃
(
n∗(l, t)

)
= un∗(l,t),l(t), Φ̃

(
γl(t)

)
=

1

2
, Φ̃

(
n∗(l, t) + σ2

∗
)

= un∗(l,t)+σ2
∗,l

(t). (2.35)

Notice indeed that for the special case un,l(t) = Φ∗(n− c∗t+ µ) we have

θ−l (t) = n∗(l, t)− c∗t+ µ, θ+
l (t) = n∗(l, t) + σ2

∗ − c∗t+ µ, (2.36)

which gives ϑ∗(l, t) = −θ−l (t) and hence γl(t) = c∗t− µ, as we desired.
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The result below states that our phase indeed tracks the behaviour of u in an asymptotic sense.
We emphasize that there are several other choices for the phase that lead to similar results. For
example, our previous construction in [23] did not stretch the wave and merely aligned it with u at
the point n∗(l, t). Our more refined approach here allows us to streamline our arguments and avoid
the discontinuities in γl(t) that complicated our previous analysis at times.

Proposition 2.7 (see §4). Suppose that (Hg), (HΦ) and (H0) are satisfied. Then we have the limit

lim
t→∞

sup
(n,l)∈Z2

×

|un,l(t)− Φ∗
(
n− γl(t)

)
| = 0. (2.37)

2.3 Interface asymptotics
We are now ready to discuss the main technical results of this paper. These concern the asymptotic
behaviour of the phase γ(t) that we introduced in (2.34), which can be approximated by solutions
to the scalar nonlinear LDE

θ̇(t) = Θch

(
θ(t)

)
. (2.38)

Here the function Θch : `∞(Z)→ `∞(Z) acts as

[Θch(θ)]l =


1

d

∑N
k=−N ak

(
ed
(
θl+k(t)−θl(t)

)
− 1

)
+ c∗, d 6= 0,∑N

k=−N ak
(
θl+k(t)− θl(t)

)
+ c∗, d = 0,

(2.39)

where we have recalled the coefficients (ak) and parameter d that were introduced in (2.23) respec-
tively (2.28). The label ‘ch’ refers to the fact that a Cole-Hopf transformation can be used to recast
the nonlinear system for d 6= 0 into the linear system prescribed for d = 0. This reduction is essential
for our analysis in §6, where we obtain decay rates for solutions to (2.38), based on the linear theory
that we develop in §5.

The decision to use (2.39) is hence primarily based on technical considerations. Nevertheless, it
is possible to build a bridge back to the discrete curvature flow (1.31). To this end, we recall the
definitions (1.28) and (1.29) and introduce the operator Θdmc : `∞(Z) 7→ `∞(Z) that acts as

Θdmc(θ) = κH
∆θ

β2
θ

+ βθcθ, (2.40)

which depends on the sequences (1.30) and the curvature coefficient κH > 0.
The result below shows that Θdmc can be tailored to agree with Θch up to terms that are cubic

in the first-differences
[∂θ]l = θl+1 − θl.

We will see in §6 that such terms decay at a rate of O(t−3/2), which in theory is sufficiently fast to
be absorbed by our error terms. However, due to the loss of the comparison principle we did not
attempt to compare the actual solutions to the respective LDEs as was possible in [23, Prop. 8.2].

Proposition 2.8 (see §6). Assume that (Hg), (HΦ), (H0), (HS)1, (HS)2 all hold. Assume further-
more that κH = −[∂2

ωλω]ω=0/2. Then there exists a unique set of coefficients (Ak, Bk)Nk=−N that
satisfy the identities (1.30) and allow us to find a constant K > 0 for which

||Θch(θ)−Θdmc(θ)||`∞ ≤ K ||∂θ||
3
`∞ (2.41)

holds for all sequences θ ∈ `∞(Z) with ||∂θ||`∞ ≤ 1. On the other hand, such coefficients do not exist
if (1.32) is violated.

Our main result below makes the asymptotic connection between γ and solutions θ to (2.38)
fully precise. This allows us to gain detailed control over the long-term dynamics of the phase γ(t),
which can be used to provide stability results outside the ‘local’ regimes treated in [16] and [17].
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k 1 2 3 4 5 6 7 8 9 10
ak 0 0.896 0.195 0.068 0.966 0 -0.143 0 0 0.05
a−k 0 0.912 0.0925 0.179 1.005 0 -0.199 0 0 0.03

Table 1: Numerically computed values for the coefficients (ak) defined in (2.23) for the propagation
direction (σh, σv) = (2, 5), with the nonlinearity g(u; a) = 6u(u− 1)(u− 0.45). We computed these
coefficients for a large range of angles and used them to calculate the values M(σh,σv) depicted in
Figures 4-5.

Theorem 2.9 (see §8). Assume that (Hg), (HΦ), (H0), (HS)1, (HS)2 all hold and let u be a solution
of (2.6) with the initial condition (2.7). Then for every ε > 0, there exists a constant τε > 0 so that
for any τ ≥ τε, the solution θ of LDE (2.38) with the initial value θ(0) = γ(τ) satisfies

||γ(t)− θ(t− τ)||`∞ ≤ ε, t ≥ τ. (2.42)

Our final result should be seen as an example of an asymptotic analysis that is made possible by
the phase tracking (2.42). In particular, we show that the planar travelling wave (2.9) is stable with
asymptotic phase under localized perturbations from a front-like background state that is periodic
in l. Indeed, such an assumption provides sufficient control on the solution θ to (2.38) to establish
the uniform convergence θl → c∗t+ µ. We emphasize that the case P = 1 encompasses the stability
results from [16] and [17]. The key point is that an asymptotic global phaseshift µ 6= 0 for the case
P ≥ 2 can be seen as an ‘infinite-energy’ shift of the underlying planar wave. In such cases the
quadratic terms in (2.38) can no longer be absorbed into higher-order residuals as in [16] and [17].

Theorem 2.10 (see §8). Assume that (Hg), (HΦ), (H0), (HS)1, (HS)2 all hold and let u be a
solution of (2.6) with the initial condition (2.7). Suppose furthermore that there exists a sequence
u0;per ∈ `∞(Z2

×) so that the following two properties hold.

(a) We have the limit
u0
n,l − u

0;per
n,l → 0, as |n|+ |l| → ∞. (2.43)

(b) There exists an integer P ≥ 1 so that

u0;per
n,l+σ2

∗P
= u0;per

n,l for all (n, l) ∈ Z2
×. (2.44)

Then there exists a constant µ ∈ R for which we have the limit

lim
t→∞

sup
(n,l)∈Z2

×

|un,l(t)− Φ∗(n− c∗t− µ)| = 0. (2.45)

2.4 Numerical results
Our goal here is to numerically investigate the condition (HS)2. In order to compensate for the fact
that f is locally quadratic around 0, we calculated the values

M(σh,σv) := sup
0<|ω|≤π

f(σh,σv)(ω)

ω2

for a large range of parameters (σh, σv) ∈ Z2.
As a first step, we numerically solved the coupled set of equations

−c∗Φ′∗(ξ) = Φ∗(ξ + σh) + Φ∗(ξ − σh) + Φ∗(ξ + σv) + Φ∗(ξ − σv)− 4Φ∗(ξ) + g
(
Φ∗(ξ)

)
, (2.46)

c∗ψ
′
∗(ξ) = ψ∗(ξ + σh) + ψ∗(ξ − σh) + ψ∗(ξ + σv) + ψ∗(ξ − σv)− 4ψ∗(ξ) + g′

(
Φ∗(ξ)

)
ψ∗(ξ) (2.47)
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Fig. 4: These plots represent the outcome of our numerical computations for the values M(σh,σv),
where we used g(u; a) = 6u(u− 1)(u−a) with a = 0.45. For each fixed σh (horizontal) we computed
these values for each integer 1 ≤ σv ≤ σh that has gcd(σh, σv) = 1, using the color code to represent
the fraction σv/σh. On the left we see the formation of horizontal bands of the same color, suggesting
the possibility to take limits along convergent subsequences (σ

(n)
v /σ

(n)
h )n>0; see also Figure 5. The

σ2
∗-scaling on the right shows that our condition requiring M(σh,σv) to be negative can be confirmed

in a robust fashion.

on a domain [−L,L] for some large L� 1, using the boundary conditions

Φ∗(−L) = 0, Φ∗(L) = 1, ψ∗(±L) = 0.

Due to the fact that the solutions are shift-invariant, we also fixed Φ(0) = 1
2 and ψ(0) = 1. In order

to overcome the issue that L needs to be very large when σh or σv is large, we used the representation

σ∗ =
√
σ2
h + σ2

v , (σh, σv) = σ∗(cos ζ∗, sin ζ∗)

to introduce the rescaled functions

Φ̃(ξ) := Φ∗(ξ/σ∗), ψ̃(ξ) := ψ∗(ξ/σ∗).

These must satisfy the equivalent system of equations

− c∗
σ∗

Φ̃′(ξ) = Φ̃(ξ + cos ζ∗) + Φ̃(ξ − cos ζ∗) + Φ̃(ξ + sin ζ∗) + Φ̃(ξ − sin ζ∗) + g
(
Φ̃(ξ)

)
(2.48)

c∗
σ∗
ψ̃′(ξ) = ψ̃(ξ + cos ζ∗) + ψ̃(ξ − cos ζ∗) + ψ̃(ξ + sin ζ∗) + ψ̃(ξ − sin ζ∗) + g′

(
Φ̃(ξ)

)
ψ̃(ζ), (2.49)

which allowed us to keep L fixed and use a continuation approach to vary the angle ζ∗.
We discretized the domain by dividing the segment [−L,L] into NL parts of size ∆ξ for some

integer NL � 1 and step size ∆ξ � 1, discretizing the first derivatives in (2.48)-(2.49) by the fourth-
order central difference scheme. We proceeded by using a nonlinear system solver to obtain the speed
c and the values

(
Φ̃(ξn), ψ̃(ξn)

)
in the nodes ξn = −L + n∆ξ, for n = 0, . . . NL. We subsequently

used these values to solve the systems (2.18) and compute the coefficients needed to construct the
function f(σh,σv) defined in (2.24). As an example, in Table 1 we present the values of (ak) for the
angle of propagation (2, 5), noting that both positive and negative values occur.

Our full results are visualized in Figures 4 and 5. In all cases the value M(σh,σv) was negative,
hence validating (HS)2. In addition, we observed that if we pick a sequence of angles (σnh , σ

n
v ) for

which we have the convergence
lim
n→∞

σnv /σ
n
h = σ∗v/σ

∗
h (2.50)
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Fig. 5: These plots track the values of M(σh,σv) along several subsequences of fractions σv/σh that
converge to 4/5 (left) or zero (right). In all cases the limits are strictly above the values M(5,4) (left)
and M(1,0) (right) corresponding to the limiting angles, supporting the inequality (2.51).

for some pair (σ∗h, σ
∗
v) ∈ Z2 not contained in this sequence, then

lim inf
n→∞

M(σnh ,σ
n
v ) > M(σ∗h,σ

∗
v). (2.51)

This behaviour closely resembles the crystallographic pinning phenomenon discussed in [18, 32],
where the role of M is played by the direction-dependent boundary of the parameters a where the
wave is pinned (c∗ = 0).

3 Omega limit points
Both the construction of the phase γ as well as the proof of Proposition 2.7 rely heavily on the
properties of so-called ω-limit points. Intuitively, these track the long-time behaviour of u after
correcting for the velocity of the planar wave. To be more precise, let us consider a sequence in
Z2
× × R that is taken from the subset

S = {(nk, lk, tk)k≥0 : 0 < t1 < t2 < · · · → ∞, |nk − ctk| ≤M for some M > 0} . (3.1)

For any solution u ∈ C1
(
[0,∞), `∞(Z2

×)
)
, our goal is to analyze the limiting behaviour of the shifted

solutions un+nk,l+lk(t+ tk). In the special case that u is the exact planar wave solution

un,l(t) = Φ∗(n− c∗t),

the fact that the sequence nk − c∗tk is bounded allows us to find a constant θ0 ∈ R for which the
convergence

un+nk,l+lk(t+ tk) = Φ∗(n+ nk − c∗t− c∗tk)→ Φ∗(n− c∗t+ θ0) (3.2)

holds on some subsequence. The limiting function is hence equal to our planar wave, albeit with a
perturbed phase θ0.

Our main result here states that the convergence result (3.2) continues to hold for a much larger
set of solutions of the discrete Allen-Cahn equation (2.6). This generalizes our earlier results in [23]
where we only considered horizontal directions. Although some minor technical obstacles need to be
resolved, the main principles are comparable. In fact, we actually sharpened the setup slightly by
avoiding the superfluous usage of the floor and ceiling functions in [23, Prop. 3.1]. This allows for a
more efficient and readable analysis here and in the sequel.
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Proposition 3.1. Suppose that (Hg), (HΦ) and (H0) hold and let u be a solution of (2.6) with
the initial condition (2.7). Then for any sequence (nk, lk, tk)k≥0 ∈ S there exists a subsequence
(nik , lik , tik)k≥0 and a shift θ0 ∈ R such that

un+nik ,l+lik
(t+ tik)→ Φ∗(n− c∗t+ θ0) in Cloc(Z2

× × R). (3.3)

The proof follows directly by combining the two main ingredients that we state below. First, in
Proposition 3.2, we use Arzela-Ascoli to construct a solution ω ∈ C1

(
R; `∞(Z2

×)
)
to the discrete

Allen-Cahn equation (2.6) on Z2
× × R as a limit of the sequence un+nk,l+lk(t + tk). Furthermore,

we show that this solution ω lies between two travelling waves. Proposition 3.3 subsequently states
that this latter property is sufficient to guarantee that ω is a travelling wave itself. This transfers
the comparable result in [5] from the continuous to the discrete setting.

Proposition 3.2. Consider the setting of Proposition 3.1 and pick a sequence (nk, lk, tk)k≥0 ∈ S.
Then there exists a subsequence (nik , lik , tik)k≥0 and a function ω ∈ C1(R; `∞(Z2

×)) that satisfy the
following claims.

(i) We have the convergence

un+nik ,l+lik
(t+ tik)→ ωn,l(t) in Cloc(Z2

× × R). (3.4)

(ii) The function ω satisfies the discrete Allen-Cahn equation (2.6) on Z2
× × R.

(iii) There exists a constant θ ∈ R such that

Φ∗(n− c∗t− θ) ≤ ωn,l(t) ≤ Φ∗(n− c∗t+ θ), for all (n, l) ∈ Z2
×. (3.5)

Proposition 3.3. Assume that (Hg) and (HΦ) are satisfied and consider a function ω ∈ C1
(
R; `∞(Z2

×)
)

that satisfies the Allen-Cahn LDE (2.6) for all t ∈ R. Assume furthermore that there exists a constant
θ for which the bounds

Φ∗(n− c∗t− θ) ≤ ωn,l(t) ≤ Φ∗(n− c∗t+ θ) (3.6)

hold for all (n, l) ∈ Z2
× and t ∈ R. Then there exists a constant θ0 ∈ [−θ, θ] so that

ωn,l(t) = Φ∗(n− c∗t+ θ0), for all (n, l) ∈ Z2
×, t ∈ R. (3.7)

Proof of Proposition 3.1. The claim follows directly from Propositions 3.2 and 3.3.

3.1 Construction of ω
Our first result provides preliminary upper and lower bounds for the solution u. It is based upon a
standard comparison principle argument that can be traced back to Fife and Mcleod [14].

Lemma 3.4. Assume that (Hg), (HΦ) and (H0) are satisfied. Then there exists a time T > 0
together with constants

q1 ∈ (0, a), q2 ∈ (0, 1− a), θ1 ∈ R, θ2 ∈ R, µ > 0, C > 0 (3.8)

so that the solution u to (2.6) with the initial condition (2.7) satisfies the estimates

un,l(t) ≤ Φ∗

(
n+ θ1 − c∗(t− T ) + Cq1

(
1− e−µ(t−T )

))
+ q1e

−µ(t−T ), ∀t ≥ T, (3.9)

un,l(t) ≥ Φ∗

(
n− θ2 − c∗(t− T )− Cq2

(
1− e−µ(t−T )

))
− q2e

−µ(t−T ), ∀t ≥ T. (3.10)
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Proof. The result can be shown by following the procedure outlined in the proof of Lemma 3.5
in [23], using the inequality

α|c∗| − 2(coshσhc∗ − 1)− 2(coshσvc∗ − 1) ≥ 2K

a− d

to replace (3.14) in [23] and modifying the definition (3.16) in [23] to read

wn,l(t) = d+Me|c∗|(n+αt).

Proof of Proposition 3.2. Fix an integer T ∈ N and denote by MT the number of points in Z2
×

that are also contained in the square [−T, T ]2, i.e. MT = #
{

(n, l) ∈ Z2
× ∩ [−T, T ]2

}
. Consider the

functions
uk ∈ C

(
[−T, T ];RMT×MT

)
that are defined by

ukn,l(t) = un+nk,l+lk(t+ tk)

for all sufficiently large k. From Lemma 3.4 it follows that the solution u and consequently the
functions uk are globally bounded, which in view of (2.6) implies that the same holds for the
derivative u̇. The sequence uk hence satisfies the conditions of the Arzela-Ascoli theorem and is thus
relatively compact in C

(
[−T, T ];RMT×MT

)
. Applying (2.6) and using a standard diagonalisation

argument, we obtain a subsequence uik and a function ω : R→ `∞(Z2
×) for which the convergence

sup
(n,l,t)∈K

|uikn,l(t)− ωn,l(t)|+ |u̇
ik
n,l(t)− ω̇n,l(t)| → 0 (3.11)

holds for every compact K ⊂ Z2
× × R. This yields items (i) and (ii), while item (iii) follows from

Lemma 3.4.

3.2 Trapped entire solutions
The main aim of this subsection is to establish Proposition 3.3, which states that every entire solution
of the discrete Allen-Cahn equation on Z2

× ×R trapped between two travelling waves is a travelling
wave itself. At the heart of the proof lies a version of the maximum principle for LDEs which we
provide below in Lemmas 3.5 and 3.6. As a preparation, we define the quantities

σ∞ := max{|σh|, |σv|}, m∗ := σ∞ − 1. (3.12)

Lemma 3.5. Pick κ ∈ R and let Eκ ⊂ Z2
× × R be defined as

Eκ =
{

(n, l, t) ∈ Z2
× × R : n− c∗t ≥ κ

}
. (3.13)

Pick B ∈ R and ε > 0 and assume that the function z ∈ C1
(
R, `∞(Z2

×)
)
satisfies the conditions

(i) zn,l(t) ≥ 0 for all (n, l, t) ∈ Eκ;

(ii) zn,l(t) ≥ ε for all (n, l, t) ∈ Eκ with n− c∗t ∈ [κ, κ+m∗];

(iii) żn,l(t)− (∆×z)n,l(t) +Bzn,l(t) ≥ 0 for all (n, l, t) ∈ Eκ.

Then, in fact zn,l(t) > 0 for all (n, l, t) ∈ Eκ.

Proof. Assume to the contrary that there exists (n0, l0, t0) ∈ Eκ for which zn0,l0(t0) = 0. Since
the function z attains its minimum at this interior point, we know that żn0,l0(t0) = 0. In addition,
assumption (ii) ensures that (∆×z)n0,l0(t0) ≥ 0. On the other hand, assumption (iii) gives

0 ≤ żn0,l0(t0)− (∆×z)n0,l0(t0) +Bzn0,l0(t0) = −(∆×z)n0,l0(t0) ≤ 0.
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Therefore, the equality (∆×z)n0,l0(t0) = 0 must hold. In particular, we have

zn0−σh,l−σv (t0) = zn0+σh,l+σv (t0) = zn0−σv,l+σh(t0) = zn0+σv,l−σh(t0) = 0.

We note that the inclusion
n0 − σ∞ ∈ [κ, κ+m∗]

would immediately contradict property (ii). On the other hand, if

n0 − σ∞ ≥ κ+m∗ + 1

we can repeat this procedure with n0 − σ∞ until the desired contradiction is reached.

Lemma 3.6. Pick κ ∈ R and let Fκ ⊂ Z2
× × R be defined as

Fκ =
{

(n, l, t) ∈ Z2
× × R : n− c∗t ≤ κ

}
. (3.14)

Pick B ∈ R and ε > 0 and assume that the function z ∈ C1(R, `∞
(
Z2
×)
)
satisfies the conditions

(i) zn,l(t) ≥ 0 for (n, l, t) ∈ Fκ;

(ii) zn,l(t) ≥ ε for all (n, l, t) ∈ Fκ with n− c∗t ∈ [κ−m∗, κ];

(iii) żn,l(t)− (∆×z)n,l(t) +Bzn,l(t) ≥ 0 for all (n, l, t) ∈ Fκ.

Then, in fact zn,l(t) > 0 on Fκ.

Proof. The proof is almost identical to that of Lemma 3.5.

Lemma 3.7. Consider the setting of Proposition 3.3 and pick a sufficiently small δ > 0. Choose a
pair (N,L) ∈ Z2

× together with a constant ρ ∈ R. Suppose for some κ ∈ Z that the function

vρn,l(t) = ωn+N,l+L (t+N/c∗ + ρ/c∗) (3.15)

satisfies the inequality
vρn,l(t) ≤ ωn,l(t) (3.16)

whenever n− c∗t ∈ [κ, κ+m∗]. Then the following claims holds true.

(i) If ωn,l(t) ≥ 1− δ whenever n− c∗t ≥ κ, then in fact (3.16) holds for all n− c∗t ≥ κ.

(ii) If vρn,l(t) ≤ δ whenever n− c∗t ≤ κ+m∗, then in fact (3.16) holds for all n− c∗t ≤ κ+m∗.

Proof. We follow the outline of the proof from [23, §4], which can be seen as a spatially discrete
version of [5, §3] where continuous travelling waves were considered. We only establish (i), since (ii)
can be obtained in a similar fashion using the set Fκ from Lemma 3.6 instead of the set Eκ from
Lemma 3.5.

Due to the global bounds on the functions ω and vρ, the quantity

ε∗ = inf {ε > 0 : vρ ≤ ω + ε in Eκ} (3.17)

is finite and by continuity we have
vρ ≤ ω + ε∗ in Eκ. (3.18)

To prove the claim we must show that ε∗ = 0.
Assuming to the contrary that ε∗ > 0, we find sequences (nk, lk, tk) ∈ Eκ and εk ↗ ε∗ such that

ωnk,lk(tk) + εk < vρnk,lk(tk) ≤ ωnk,lk(tk) + ε∗. (3.19)
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The right inequality above together with the bounds (3.6) implies that the sequence nk − c∗tk is
bounded. Applying a similar construction to that in the proof of Corollary 3.2, we obtain a function
ω∞ ∈ C1

(
R; `∞(Z2

×)
)
for which we have the limits

lim
k→∞

ωn+nk,l+lk(t+ tk) = ω∞n,l(t),

lim
k→∞

vρn+nk,l+lk
(t+ tk) = ω∞n+N,l+L (t+N/c∗ + ρ/c∗) .

(3.20)

We define the function z ∈ C1
(
R, `∞(Z2

×)
)
by

zn,l(t) = ω∞n,l(t)− ω∞n+N,l+L(t) + ε∗ (3.21)

and claim that z satisfies conditions (i)-(iii) of Lemma 3.5 on the set

E0 =
{

(n, l, t) ∈ Z2
× × R : n− c∗t ≥ 0

}
.

To see this, we first note that n+nk − c∗t− c∗tk ≥ κ holds by construction on the set E0. Since the
inequality (3.18) survives the limit (3.20), we have zn,l(t) ≥ 0 on E0, verifying (i). Turning to (ii),
we note that the inequality (3.16) implies that

zn,l(t) ≥ ε∗ > 0, for n− c∗t ∈ [0,m∗].

To establish (iii), we pick δ > 0 in such a way that the function g is non-increasing on the interval
[1− δ, 1]. Recalling that ω∞ ∈ [1− δ, 1] on E0 and that g is locally Lipschitz, we obtain the bound

żn,l(t)− (∆×z)n,l(t) = g
(
ω∞n,l(t)

)
− g
(
ω∞n+N,l+L(t)

)
≥ g(ω∞n,l(t) + ε∗)− g

(
ω∞n+N,l+L(t)

)
≥ −Bzn,l(t)

for any (n, l, t) ∈ E0. We may hence apply Lemma 3.5 and conclude that z > 0 on E0. However, the
inequalities (3.19) imply that z0,0(0) = 0, which is a contradiction. Therefore ε∗ = 0 must hold, as
desired.

Lemma 3.8. Consider the setting of Propostion 3.3, fix an arbitrary pair (N,L) ∈ Z2 and recall
the functions vρ defined in (3.15). Then the quantity

ρ∗ := inf
{
ρ ∈ R : vρ̃ ≤ ω in Z2

× × R for all ρ̃ ≥ ρ
}

(3.22)

satisfies ρ∗ ≤ 0.

Proof. One can obtain this result by following the outline presented in the proof of [23, Lemma 4.4].
Instead of [23, Lemma 4.3], one now needs to employ Lemma 3.7.

Proof of Proposition 3.3. From Lemma 3.8, it follows that

ωn,l(t) ≥ ωn+N,l+L(t+N/c∗) on Z2
× × R. (3.23)

Since the pair (N,L) ∈ Z2
× is arbitrary, we can conclude that the function ω depends only on the

difference n− c∗t. In particular, there exists a function ϕ such that ωn,l(t) = ϕ(n− c∗t). The result
now follows directly from the fact that solutions to the travelling wave problem (2.10)-(2.11) for
c∗ 6= 0 are unique up to translation; see [31].

4 Large time behaviour of u
In this section we establish Proposition 2.7 by studying the qualitative large time behaviour of the
solution u within the interfacial region

It =
{

(n, l) ∈ Z2
× : Φ∗

(
−σ2
∗ − 1

)
≤ un,l(t) ≤ Φ∗

(
σ2
∗ + 1

)}
, (4.1)
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which represents the points at which a solution u is close to Φ∗(0) = 1/2. The boundary values
Φ∗(−σ2

∗ − 1) and Φ∗(σ
2
∗ + 1) were carefully chosen to ensure that It is nonempty for large t, which

we show in Proposition 4.1. In addition, we show that for a fixed pair (l, t) the map n 7→ un,l(t) is
monotone within It, in the sense that the differences un+σ2

∗,l
(t) − un,l(t) are bounded from below

uniformly in time.
In addition to the monotonicity within It, the map n 7→ un,l(t) cannot exit throughout the lower

boundary once it enters the interfacial region from below. Similarly, it cannot reenter the interval
once it has left through the upper boundary. All together, these results provide sufficient control in
the crucial region away from the stable equilibria zero and one to uniquely define the phase γ by
the procedure described in §2.2.

The results of this section are a generalization of the results presented in [23, §5], requiring us
to take into account several technical differences that arise due to the additional complexities of
working with Z2

× rather than Z2. Moreover, our construction of the phase γ(t) here is more refined
than the setup in [23], which also causes several modifications to the proofs.

Proposition 4.1. Consider the setting of Proposition 2.7. Then there exists T > 0 such that the
following claims hold true.

(i) For each t ≥ T and l ∈ Z there exists n∗ = n∗(l, t) ∈ Z for which

Φ∗(−σ2
∗ − 1) < un∗,l(t) ≤

1

2
. (4.2)

(ii) We have the inequality
inf

t≥T, (n,l)∈It
un+σ2

∗,l
(t)− un,l(t) > 0. (4.3)

(iii) Consider any t ≥ T and (n, l) ∈ Z2
× for which un,l(t) ≤ Φ∗(−σ2

∗ − 1) holds. Then we also have
un−σ2

∗,l
(t) ≤ Φ∗(−σ2

∗ − 1).

(iv) Consider any t ≥ T and (n, l) ∈ Z2
× for which un,l(t) ≥ Φ∗(σ

2
∗ + 1) holds. Then we also have

un+σ2
∗,l

(t) ≥ Φ∗(σ
2
∗ + 1).

Proof of Proposition 2.6. The statement follows directly from item i of Proposition 4.1.

In the following proposition we provide an asymptotic flatness result for the phase γ. This feature
is a crucial property that allows us to construct the super- and sub-solutions that we use in the proof
of Theorem 2.9 and consequently Theorem 2.10.

Proposition 4.2. Consider the setting of the Proposition 4.1 and recall the phase γ : [T,∞) →
`∞(Z) defined in (2.34). Then we have the limit

lim
t→∞

sup
l∈Z
|γl+1(t)− γl(t)| = 0.

4.1 Phase construction
In this subsection we prove Proposition 4.1, mainly by relying on the convergence results from
Proposition 3.1. As a preparation, we define the set

I(T,R) :=
{

(n, l, t) ∈ Z2
× × [T,∞) : |n− c∗t| ≤ R

}
(4.4)

for any pair of positive constants T and R and we also remind the reader of the set of sequences S
defined in (3.1).

Lemma 4.3. Consider the setting of Proposition 4.1 and pick a constant R > 0. Then there exists
a constant T > 0 such that

inf
(n,l,t)∈I(T,R)

un+σ2
∗,l

(t)− un,l(t) > 0.
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Proof. Assume to the contrary that there exists a constant R > 0 such that

inf
(n,l,t)∈I(T,R)

un+σ2
∗,l

(t)− un,l(t) ≤ 0 (4.5)

holds for every T > 0. That implies that we can find a sequence (nk, lk, tk)k≥0 ∈ S such that

unk+σ2
∗,lk

(tk)− unk,lk(tk) ≤ 1

k
. (4.6)

By virtue of Proposition 3.1, we can find θ0 ∈ R and pass to a subsequence for which we have the
convergence

un+nk,l+lk(t+ tk)→ Φ∗(n− c∗t+ θ0) in Cloc(Z2
× × R).

Therefore, letting k →∞ in (4.6) leads to

Φ∗(σ
2
∗ + θ0)− Φ∗(θ0) ≤ 0, (4.7)

which contradicts the monotonicity of the function Φ∗.

Proof of Proposition 4.1. We first establish (iv). Arguing by contradiction, assume that there exists
a sequence (nk, lk, tk)k≥0, 0 < t1 < t2 < ...→∞ such that

unk,lk(tk) ≥ Φ∗(σ
2
∗ + 1) and unk+σ2

∗,lk
(tk) < Φ∗(σ

2
∗ + 1). (4.8)

The bounds in Lemma 3.4 imply that the sequence nk − c∗tk is bounded by some constant R. We
can now apply Lemma 4.3 to conclude unk+σ2

∗,lk
(tk)− unk,lk(tk) > 0, which contradicts (4.8) due to

the strict monotonicity of the function Φ∗. Items (i) and (iii) follow in a similar way.
To prove item (ii), we choose a T that satisfies (i), (iii) and (iv) and pick t ≥ T together with

(n, l) ∈ It. Upon further increasing T , Lemma 3.4 implies that n− c∗t is bounded by some constant
R > 0 that only depends on T . Therefore, we have shown that

{(n, l, t) : t ≥ T, (n, l) ∈ It} ⊆ I(T,R).

The desired bound now follows directly from Lemma 4.3.

Lemma 4.4. Consider the setting of Proposition 4.1 and recall the phase γ : [T,∞)→ `∞(Z) defined
in (2.34). Then there exists T∗ ≥ T such that the difference n∗(l, t) − c∗t is uniformly bounded for
t ≥ T∗ and l ∈ Z . In particular, we can find a constant M > 0 so that

||γ(t)− c∗t||`∞ ≤M, t ≥ T∗.

Proof. The proof is analogous to that of Lemma 5.4 in [23].

Proof of Proposition 2.7. Arguing by contradiction once more, let us assume that there exists δ > 0
together with sequences (nk, lk) ∈ Z2

× and T ≤ t1 < t2 < · · · → ∞ for which

|∆k| := |unk,lk(tk)− Φ∗
(
nk − γlk(tk)

)
| ≥ δ. (4.9)

Analogously as in the proof of [23, Thm. 2.2], one can show that nk − c∗tk is a bounded sequence.
In addition, from Lemma 4.4 we also know that n∗(lk, tk) − c∗tk is bounded. Therefore, the se-
quence n∗(lk, tk) − nk is also bounded, allowing us to identify it with a constant m ∈ Z. Applying
Proposition 3.1 we find θ0 ∈ R such that the limit

un+nk,l+lk(t+ tk)→ Φ∗(n− c∗t+ θ0) (4.10)

holds for all (n, l, t) ∈ Z2
××R, after passing to a further subsequence. Recalling the definition (2.34),

this leads to
Φ∗
(
nk − γlk(tk)

)
= Φ∗

(
nk − n∗(lk, tk)− ϑ∗(lk, tk)

)
= Φ∗

(
−m− ϑ∗(lk, tk)

)
.

23



Due to (4.10) and definition (2.31) of ϑ∗(l, t) we obtain the convergence

ϑ∗(lk, tk)→ −
σ2
∗Φ
−1
∗
(
Φ∗(m+ θ0)

)
Φ−1
∗
(
Φ∗(m+ σ2

∗ + θ0)
)
− Φ−1

∗
(
Φ∗(m+ θ0)

) = −m− θ0 (4.11)

as k →∞, which in turn implies that

Φ∗
(
nk − γlk(tk)

)
→ Φ∗(θ0).

We hence find that
∆k → Φ∗(θ0)− Φ∗(θ0) = 0

as k →∞, which clearly contradicts (4.9).

4.2 Phase asymptotics
In this subsection we establish the asymptotic flatness result for the phase γ(t) that was stated in
Proposition 4.2. A key ingredient is that the first differences of the function l 7→ n∗(l, t) can be
uniformly bounded for large t.

Lemma 4.5. Consider the setting of Proposition 4.1. Then there exists a constant T̃ > T so that
for every t ≥ T̃ and l ∈ Z we have

|n∗(l + 1, t)− n∗(l, t)| ≤ σ2
∗.

Proof. Assume to the contrary that there exist sequences (nk, ñk, lk)k≥0 ⊂ Z3, (tk)k≥0 ⊂ (0,∞)
with T < t1 < t2 < ...→∞ for which

|nk − ñk| > σ2
∗ (4.12)

and {
unk,lk(tk) ≤ 1/2,

unk+σ2
∗,lk

(tk) > 1/2,

{
uñk,lk+1(tk) ≤ 1/2,

uñk+σ2
∗,lk+1(tk) > 1/2.

(4.13)

Since both sequences n∗(lk + 1, tk) − c∗tk and n∗(lk, tk) − c∗tk are bounded, we can assume that
their difference is constant and equal to m ∈ Z, i.e.

m = ñk − nk.

With this notation we can apply Proposition 3.1 to find a constant θ0 ∈ R for which{
unk,lk(tk)→ Φ∗(θ0),

unk+σ2
∗,lk

(tk)→ Φ∗(θ0 + σ2
∗),

{
um+nk,lk+1(tk)→ Φ∗(m+ θ0),

um+σ2
∗+nk,lk+1(tk)→ Φ∗(m+ θ0 + σ2

∗).

Combining these limits with the inequalities (4.13) we find that θ0 necessarily satisfies

−σ2
∗ ≤ θ0 ≤ 0, −σ2

∗ ≤ m+ θ0 ≤ 0.

This in turn implies that |m| ≤ σ2
∗, contradicting the strict inequality in (4.12).

Proof of Proposition 4.2. Assume to the contrary that there exists δ > 0 together with subsequences
(lk)k≥0 ⊂ Z and T ≤ t1 < t2 < · · · → ∞ for which

δ ≤ |γlk+1(tk)− γlk(tk)|. (4.14)

Lemma 4.5 assures us that it is possible to pass to a subsequence that has

n∗(lk + 1, tk) = n∗(lk, tk) +m,
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for some integer m ∈ [0, σ2
∗]. Recalling the definition (2.31) for ϑ∗(l, t), we find

γlk+1(t)− γlk(t) = m+ ϑ∗(lk + 1, tk)− ϑ∗(lk, tk). (4.15)

We now employ Proposition 3.1 to find θ0 ∈ R such that for all (n, l, t) ∈ Z2
× × R we have

un+nk,l+lk(t+ tk)→ Φ∗(n− c∗t+ θ0), as k →∞,

which further implies that

ϑ∗(lk, tk)→ −θ0, ϑ∗(lk + 1, tk)→ −m− θ0.

Taking the limit in (4.15) we obtain

δ ≤ |m− θ0 −m+ θ0| = 0,

which is a clear contradiction.

5 Linearized phase evolution
In this section we consider the lattice differential equation

ḣl(t) =

N∑
k=−N

ak
[
hl+µk(t)− hl(t)

]
, t > 0 (5.1)

with the initial condition
h(0) = h0 ∈ `∞(Z). (5.2)

In order to highlight the general applicability of our results, we step back here from the specific
framework associated to (2.38). Instead, we impose the following general assumption on the coeffi-
cients a = (ak)Nk=−N ⊂ R and the shifts µ = (µk)Nk=−N ⊂ Z.

(hα) The function f : [−π, π]→ R defined by

f(ω) :=

N∑
k=−N

ak(cos(µkω)− 1) (5.3)

is strictly negative on [−π, π]\{0}. Futhermore, the constant Λ ∈ R defined by

Λ :=

N∑
k=−N

akµ
2
k = −f ′′(0) (5.4)

satisfies Λ > 0.

Let us first observe that the assumption (hα) implies that we can find m > 0 and κ > 0 such that

f(ω) ≤ −Λ

2
ω2 for ω ∈ [−κ, κ], (5.5)

f(ω) < −m for ω ∈ [−π,−κ] ∪ [κ, π]. . (5.6)

For any n ∈ N0 we inductively define the (n)-th discrete derivative ∂(n) : `∞(Z) → `∞(Z) by
writing

[∂(0)Γ]j := Γj , [∂(1)Γ]j := Γj+1 − Γj

together with
[∂(n)Γ]j =

[
∂(1)

(
∂(n−1)Γ)

)]
j

(5.7)
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for n > 1. The first goal of this section is to establish decay estimates of the form

||∂(n)h(t)||`∞ ∼ O(t−
n
2 ) (5.8)

for the solution h(t) of the system (5.1)-(5.2). These rates are consistent with the estimates for
solutions of the continuous heat equation ht = hxx, which can be readily obtained by taking x-
derivatives of the explicit representation

h(x, t) =
1√
4πt

∫
R
e−

(x−y)2
4t h(y, 0)dy. (5.9)

Our goal is to find a solution formula for (5.1) equivalent to (5.9), in the sense that it takes the
form of the convolution between the fundamental solution with the initial condition. By finding such
a representation, we can transfer discrete derivatives onto the fundamental solution to establish (5.8).

Theorem 5.1 (see §5.1). Assume that condition (hα) holds and pick n ∈ N0. Then there exists
a constant C = C(n) so that for any h0 ∈ `∞(Z), the n-th discrete derivative of the solution
h ∈ C1 ([0,∞); `∞(Z)) to the initial value problem (5.1)-(5.2) satisfies the bound∣∣∣∣∣∣∂(n)h(t)

∣∣∣∣∣∣
`∞
≤ C min

{∣∣∣∣∣∣∂(n)h0
∣∣∣∣∣∣
`∞
,
∣∣∣∣h0

∣∣∣∣
`∞
t−

n
2

}
.

The second main result of this section concerns lower and upper bounds for the solution h(t) that
are sharper than the `∞-bounds in Theorem 5.1. In particular, we show that if the initial condition h0

is bounded away from 0, then the solution h(t) is positive for large time t� 1. Moreover, under the
additional assumption that the first differences of h0 are flat enough we obtain the same conclusion
for all time t ≥ 0. The key issue is that some of the coefficients (ak) are allowed to be negative,
which causes the usual comparison principle to fail. Indeed, it can (and does) happen that a solution
h(t) admits negative values for a short time even if the initial condition is strictly positive.

Proposition 5.2 (see §5.1). Consider the setting of Theorem 5.1 and pick ε > 0. Then there exists
a time T = T (ε) > 0 and C = C(T, ε) such that for all t ≥ T the following properties hold.

(i) For any h0 ∈ `∞(Z) that has h0
k ≥ 0 for all k ∈ Z, we have the bounds

hk(t) ≥ inf
j∈Z

h0
j − C

∣∣∣∣∂h0
∣∣∣∣
`∞
, k ∈ Z, t ∈ [0, T ], (5.10)

hk(t) ≥ inf
j∈Z

h0
j − ε

∣∣∣∣h0
∣∣∣∣
`∞
, k ∈ Z, t ≥ T. (5.11)

(ii) For any h0 ∈ `∞(Z) that has h0
k ≤ 0 for all k ∈ Z, we have the bounds

hk(t) ≤ sup
j∈Z

h0
j + C

∣∣∣∣∂h0
∣∣∣∣
`∞
, k ∈ Z, t ∈ [0, T ], (5.12)

hk(t) ≤ sup
j∈Z

h0
j + ε ||h0||`∞ , k ∈ Z, t ≥ T. (5.13)

5.1 Strategy
In order to find an explicit formula for the solution h of the initial problem (5.1)-(5.2), we note that
a spatial Fourier transform leads to the decoupled sets of ODEs

d

dt
ĥ(ω, t) =

N∑
k=−N

ak(eiµkω − 1)ĥ(ω, t)

for ω ∈ [−π, π]. Introducing the function

p(ω) =

N∑
k=−N

ak sin (µkω), (5.14)
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we hence obtain the convolution formula

hl(t) =
∑
k∈Z

h0
kMl−k(t), (5.15)

where the fundamental solution M(t) is defined by

Ml(t) =
1

2π

∫ π

−π
eilωetf(ω)+itp(ω)dω. (5.16)

Notice that assumption (hα) ensures that ||M(t)||`∞ ≤ 1 for every t ≥ 0.
The proof of Theorem 5.1 relies on the following two lemmas, in which we focus on the decay

estimates for the `1-norm of the n-th differences ∂(n)M(t). We obtain the necessary estimates by
dividing the sum into two parts, based on the size of the term |l/t+a ·µ|. We note that the constant
−a · µ = −p′(0) is often referred to as the group velocity. It tracks the speed of the ‘center’ of M
and - in context of §2 - is closely related to [∂ωλω]ω=0 and [∂ϕcϕ]ϕ=0.

Lemma 5.3 (see §5.3). Consider the setting of Theorem 5.1. Then there exist positive constants
K = K(n) and C = C(n) such that∑

|l/t+a·µ|≥K

|[∂nM(t)]l|
[
1 + |l|

]
≤ Ce−t. (5.17)

Lemma 5.4 (see §5.4). Consider the setting of Theorem 5.1 and pick K > 0. Then there exists
C = C(K,n) > 0 such that ∑

|l/t+a·µ|≤K

|[∂nM(t)]l| ≤ C min
{

1, t−
n
2

}
.

Proof of Theorem 5.1. In view of the convolution formula (5.15), we have∣∣∣∣∣∣∂(n)h(t)
∣∣∣∣∣∣
`∞
≤
∣∣∣∣h0

∣∣∣∣
`∞

∣∣∣∣∣∣∂(n)M(t)
∣∣∣∣∣∣
`1
.

Employing Lemmas 5.3 and 5.4 in combination with the fast decay of the exponential we obtain a
constant C = C(n) for which ∣∣∣∣∣∣∂(n)h(t)

∣∣∣∣∣∣
`∞
≤ C

∣∣∣∣h0
∣∣∣∣
`∞
t−

n
2 .

On the other hand, by transferring the n-th difference operators to the sequence h0, we can write∣∣∣∣∣∣∂(n)h(t)
∣∣∣∣∣∣
`∞
≤
∣∣∣∣∣∣∂(n)h0

∣∣∣∣∣∣
`∞
||M(t)||`1 .

Applying Lemmas 5.3 and 5.4 with n = 0 now leads to the desired bound.

To prove the lower bounds for solution h(t) that are formulated in Proposition 5.2, we first note
that ∑

l∈Z
Ml(t) = 1, t ≥ 0. (5.18)

Indeed, if h0 ≡ 1, then by uniqueness we must have h(t) = 1 for all t > 0. Our next task is to extract
more detailed information on the spatial distribution of the ‘mass’ ofM . In particular, we show that
the bulk of this mass is contained in a region that is O(

√
t) wide. By combining our estimates with

(5.18), the negative components of M can be controlled asymptotically.

Lemma 5.5 (see §5.4). Consider the setting of Theorem 5.1 and pick positive constants κ and K∗.
Then there exist a time T = T (κ,K∗) such that for all t ≥ T we have∑

|l/t+a·µ|≤K∗√
t

|Ml(t)| ≤ 1 + κ.
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Fig. 6: These six graphs represent the time evolution of the Green’s function Ml(t), which we
computed numerically by applying (5.16) to the coefficients (ak)10

k=−10 appearing in Table 1. Observe
the negative values forMl(t) that are clearly visible for t = 0.1, together with the leftward movement
of the ‘center of mass’, which travels at the speed −a · µ = −0.22.

Lemma 5.6 (see §5.4). Consider the setting of Theorem 5.1 and pick κ > 0. Then there exists a
constant K∗ > 0 so that for all K ≥ K∗ and t ≥ 1 we have the bound∑

K√
t
≤|l/t+a·µ|≤K

|Ml(t)| ≤ κ.

In our next result we show that the kernel M(t) behaves similarly to the Gaussian kernel. In
particular, for the continuous kernel we have

1√
t

∫
R
e−x

2/t |x|√
t
∼ O(1).

To establish the equivalent estimate for the discrete kernel M(t), we have to take into account that
the kernel is not symmetric anymore, but that the center of mass ‘travels’ in time with speed −(a·µ)t
(see Figure 6).

Lemma 5.7 (see §5.4). Consider the setting of Theorem 5.1. There exists a constant C such that
for every t > 0 we have ∑

l∈Z
|Ml(t)|

|l + (a · µ)t|√
t

≤ C.

Proof of Proposition 5.2. We provide the proof only for (i), noting that item (ii) can be derived
analogously. Upon introducing the shorthand

xtl =
l

t
+ a · µ,

we use Lemmas 5.3, 5.5 and 5.6 to find constants T and K∗ so that for all t ≥ T we have∑
|xtl |≤

K∗√
t

|Ml(t)| ≤ 1 + κ,
∑

|xtl |≥
K∗√
t

|Ml(t)| ≤ κ. (5.19)
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Combining these inequalities with (5.18) we arrive at the bound∑
|xtl |≤

K∗√
t

Ml(t) = 1−
∑

|xtl |>
K∗√
t

Ml(t) ≥ 1−
∑

|xtl |>
K∗√
t

|Ml(t)| ≥ 1− κ.

Employing Lemma 5.5 again, we conclude that

− 2κ ≤
∑

|xtl |≤
K∗√
t

Ml(t)− |Ml(t)| ≤ 0, (5.20)

from which we obtain the lower bounds

hk(t) =
∑
l∈Z

Ml(t)h
0
l−k =

∑
|xtl |≤

K∗√
t

|Ml(t)|h0
l−k +

∑
|xtl |≤

K∗√
t

(Ml(t)− |Ml(t)|)h0
l−k +

∑
|xtl |>

K√
t

Ml(t)h
0
l−k

≥ (1− κ) inf
j∈Z

h0
j − 3κ ||h0||∞

≥ inf
j∈Z

h0
j − 4κ ||h0||∞ .

The estimate (5.11) can now readily be derived by adjusting the constant κ chosen in (5.19).
In order to establish (5.10) we first compute

hk(t) =
∑
l∈Z

Ml(t)h
0
k−l =

∑
l∈Z

Ml(t)h
0
k +

∑
l∈Z

Ml(t)(h
0
k−l − h0

k) ≥ h0
k −

∣∣∣∣∂h0
∣∣∣∣
`∞

∑
l∈Z
|Ml(t)||l|.

Using Lemma 5.7, we can estimate∑
l∈Z
|Ml(t)||l| ≤ C

√
t+ t|a · µ| ||M(t)||`1 .

Lemmas 5.3 and 5.4 ensure that ||M(t)||`1(Z) is uniformly bounded. We can therefore find C = C(T )

such that maxt∈[0,T ]

∑
l∈Z |Ml(t)||l| ≤ C, which leads to the desired bound (5.10).

5.2 Contour deformation
The main difficulty towards proving Lemmas 5.3 and 5.4 lies in the fact that [∂nM(t)]l depends on
the variable l only through the expression eiωl. By simply taking the absolute value of the integrand
in expressions such as (5.16), we therefore lose all information on the decay coming from the l-
variable. In order to overcome this issue, we pick ε ∈ R and denote by Γε rectangle consisting of
paths

γ1 = [−π, π], γ2 = [π, π + iε], γ3 = [π + iε,−π + iε], γ4 = [−π + iε,−π].

Due to the fact that f and g are 2π-periodic in the real variable, we have∫
γ2

eilωetf(ω)+itp(ω) dω = −
∫
γ4

eilωetf(ω)+itp(ω) dω.

Therefore, we obtain

0 =

∮
Γε

eilωetf(ω)+itp(ω) dω =

∫
γ1

eilωetf(ω)+itp(ω) dω +

∫
γ3

eilωetf(ω)+itp(ω) dω.

Recalling (5.16), this allows us to compute

Ml(t) =
1

2π

∫ π+iε

−π+iε

eilωetf(ω)+itp(ω) dω =
1

2π

∫ π

−π
eil(ω+iε)etf(ω+iε)+itp(ω+iε) dω. (5.21)
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Writing z = x+ iy with x, y ∈ R, we recall the formulas

cos z = cosx cosh y − i sinx sinh y, sin z = sinx cosh y + i cosx sinh y

to obtain

Ml(t) =
1

2π
e−εl

∫ π

−π
eilωetf(ω,ε)+itp(ω,ε) dω, (5.22)

where the functions f, p : [−π, π]× R→ R are now defined by

f(ω, ε) =

N∑
k=−N

ak(cos (µkω)e−µkε − 1), p(ω, ε) =

N∑
k=−N

ak sin(µkω)e−µkε,

extending the definitions (5.3) and (5.14).
The main strategy is to choose suitable values for ε in order to isolate the relevant decay rates in

various (l, t) regimes. Indeed, the representation (5.22) does retain sufficient spatial information for
our purposes when applying crude estimates to the integrands. To appreciate this, we recall that the
Fourier symbol of the difference operator ∂(1) is eiω − 1 and introduce the real-valued expressions

Pl(ε, t, n) = |1− e−ε|ne−εl
∫ π

−π
etf(ε,ω) dω, (5.23)

Rl(ε, t, n) = e−
εn
2 e−εl

∫ π

−π
|ω|netf(ε,ω) dω. (5.24)

The result below shows that their sum can be used to extract the desired bounds on ∂nM(t). In
particular, the problem of estimating the `1-norm of the sequence ∂nM(t) is reduced to finding the
corresponding bounds for the `1-norm of the sequences P (ε, t, n) and R(ε, t, n).

Lemma 5.8. Consider the setting of Theorem 5.1. Then for every l ∈ Z, ε ∈ R and t ≥ 0 we have

|[∂nM(t)]l| ≤
2n/2

4π

(
Pl(ε, t, n) +Rl(ε, t, n)

)
. (5.25)

Proof. Taking n-th differences in (5.22) we obtain the expression

[∂nM(t)]l =
1

2π
e−εl

∫ π

−π
eiωl

(
e−εeiω − 1

)n
etf(ω,ε)+itp(ω,ε)dω,

which leads to the bound

|[∂nM(t)]l| ≤
1

2π
e−εl

∫ π

−π

∣∣e−εeiω − 1
∣∣n etf(ω,ε) dω. (5.26)

Next, we compute

|e−εeiω − 1| =
√
e−2ε − 2e−ε cosω + 1

=

√
(1− e−ε)2

+ 2e−ε(1− cosω).

Employing the standard inequality (a+ b)p ≤ 2p−1(ap + bp) for non-negative real numbers a, b and
p together with 1− cosω ≤ |ω|

2

2 , we obtain the bound

|e−εeiω − 1|n ≤ 2
n
2−1

(
|1− e−ε|n + e−

nε
2 |ω|n

)
,

from which (5.25) readily follows.
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At times, it is convenient to split the exponents in (5.23)-(5.24) in a slightly different fashion. To
this end, we introduce two auxiliary functions g : Z×R× (0,∞)→ R and q : R× (0,∞) defined by

g(l, ε, t) := −εl + t

N∑
k=−N

ak(e−µkε − 1), (5.27)

q(ε, ω) :=

N∑
k=−N

ak(cos (µkω)− 1)e−µkε. (5.28)

This allows us to rewrite (5.23) and (5.24) in the form

Pl(ε, t, n) = |1− e−ε|neg(l,ε,t)
∫ π

−π
etq(ε,ω) dω, (5.29)

Rl(ε, t, n) = e−
εn
2 eg(l,ε,t)

∫ π

−π
|ω|netq(ε,ω) dω. (5.30)

Note that g vanishes for ε = 0, while q reduces to f . In the reminder of this subsection we provide
several preliminary bounds for q and the integral expressions above.

Lemma 5.9. Pick n ∈ N0, introduce two positive constants

C1 = C1(n) =

∫ ∞
−∞

une−u
2

du, C2 = C2(n) = nn/2e−n/222−n/2 (5.31)

and consider the functions
sn,ν(x, t) = |x|ne−νtx

2

,

together with the sequences

xtk =
k

t
+ b

for any b ∈ R. Then the following claims hold.

(i) For any t > 0 and ν > 0 we have∫ ∞
−∞

sn,ν(x, t)dx ≤ C1t
−n+1

2 ν−
n+1
2 .

(ii) For any t > 0 and ν > 0 the series
∑
k∈Z sn(xtk, t) converges and we have the upper bound∑

k∈Z
sn,ν(xtk, t) ≤ C1t

−n−1
2 ν−

n+1
2 + C2t

−n2 ν−
n
2 . (5.32)

(iii) For any t > 0, ν > 0 and K0 > 0 we have the tail bound

∑
|xtk|≥K0

s0,ν(xtk, t) ≤
(
2 +

2
√
t√
ν

)
e−νtK

2
0 . (5.33)

Proof. Item (i) follows directly after substituting u =
√
νtx and observing that for every n ≥ 0 we

have C1(n) < ∞. To prove item (ii), we first note that the function x 7→ sn,ν(x, t) is symmetric
around 0, increasing on the interval [0,

√
n√

2νt
] and decreasing on [

√
n√

2νt
,∞). Choosing integers N1, N2

and M in such a way that

−
√
n√

2νt
∈ [xtN1

, xtN1+1],

√
n√

2νt
∈ [xtN2

, xtN2+1], 0 ∈ [xtM , x
t
M+1],
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we can hence write

∑
k∈Z

sn,ν(xk, t) =

N1−1∑
k=−∞

1

xtk+1 − xtk

∫ xtk+1

xtk

sn,ν(xtk, t) dx+

M∑
k=N1+2

1

xtk − xtk−1

∫ xtk

xtk−1

sn,ν(xtk, t) dx

+

N2−1∑
k=M+1

1

xtk+1 − xtk

∫ xtk+1

xtk

sn,ν(xtk, t) dx+

∞∑
k=N2+2

1

xtk − xtk−1

∫ xtk

xtk−1

sn,ν(xtk, t) dx

+ sn,ν(xtN1
, t) + sn,ν(xtN1+1, t) + sn,ν(xtN2

, t) + sn,ν(xtN2+1, t).

Noting that xtk+1 − xtk = 1/t and recalling (i), we find

∑
k∈Z

sn,ν(xk, t) ≤ t
∫ xtN1

−∞
sn,ν(x, t) dx+ t

∫ ∞
k=xtN2

sn,ν(x, t) dx+ 4sn,ν(
√
n/
√

2νt)

≤ C1t
−n−1

2 ν−
n+1
2 + C2t

−n2 ν−
n
2 .

This proves (5.32), as desired.
For (iii), we first choose integers N1 and N2 in such a way that

−K0 ∈ [xtN1
, xtN1+1], K0 ∈ [xtN2−1, x

t
N2

].

Using the fact that x 7→ s0,ν(x, t) is even and decreasing on [0,∞), we compute

N∑
|xtk|≥K0

s0,ν(xtk, t) ≤ s0,ν(xtN1
) + s0,ν(xtN2

) + 2t

∫ ∞
K0

e−νtx
2

dx

≤ 2s0,ν(K0) + 2

√
t√
ν

∫ ∞
√
νtK0

e−u
2

du.

The desired estimate now follows from the Chernoff bound, which states that erfc(x) ≤ e−x
2

holds
for all x > 0 (see [10, 11]).

Lemma 5.10. Consider the setting of Theorem 5.1 and pick 0 < δ < Λ
2 . Then there exist positive

constants ε, m and κ such that the following statements hold.

(i) For all ε ∈ [−ε, ε] we have

q(ε, ω) ≤ −
(

Λ

2
− δ
)
ω2, ω ∈ [−κ, κ], (5.34)

q(ε, ω) ≤ −m, ω ∈ [−π,−κ] ∪ [κ, π]. (5.35)

(ii) Pick n ∈ N0 and recall the constant C1 = C1(n) from (5.31). Then the estimate∫ π

−π
|ω|netq(ε,ω)dω ≤ C1t

−n+1
2

(
Λ− 2δ

2

)−n+1
2

+
2πn+1

n+ 1
e−mt

holds for all t > 0 and ε ∈ [−ε, ε]. In particular, for n = 0 we have∫ π

−π
etq(ε,ω)dω ≤

√
2π√

t(Λ− 2δ)
+ 2πe−mt. (5.36)
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Proof. To prove item (i), we start by defining an auxiliary function q(ε, ω) = q(ε, ω) +
(

Λ
2 − δ

)
ω2,

which satisfies

q(ε, 0) = qω(ε, 0) = 0, qωω(ε, 0) = −
N∑

k=−N

akµ
2
ke
−µkε + Λ− 2δ. (5.37)

Recalling the definition (5.4) and exploiting continuity, there exists ε > 0 such that

−
N∑

k=−N

akµ
2
ke
−µkε < −Λ + δ, for all ε ∈ [−ε, ε],

and consequently
qωω(ε, 0) ≤ −δ < 0, for all ε ∈ [−ε, ε].

Combining this bound with (5.37) allows us to find κ > 0 such that q(ε, ω) ≤ 0 for all ω ∈ [−κ, κ]
and ε ∈ [−ε, ε] which proves (5.34). To establish (5.35), we note that assumption (hα) implies that
there exists a constant m > 0 such that

q(0, ω) ≤ −2m, for ω ∈ [−π,−κ] ∪ [κ, π].

Therefore, by possibly reducing ε we can conclude that for ε ∈ [−ε, ε] and ω ∈ [−π,−κ] ∪ [κ, π] we
have q(ε, ω) ≤ −m, as desired.

To prove item (ii) we use the bounds from (i) to compute∫ π

−π
|ω|netq(ε,ω)dω ≤

∫ κ

−κ
|ω|ne− t2 (Λ−2δ)ω2

dω + 2

∫ π

κ

ωne−mt dω.

We may now employ item (i) from Lemma 5.9 with ν = Λ−2δ
2 and explicitly evaluate the second

integral to obtain the desired bound.

Corollary 5.11. Consider the setting of Theorem 5.1 and pick n ∈ N0. Then there exist constants
ε > 0 and C = C(n) > 0 such that for all t > 0 and ε ∈ (−ε, ε) we have the estimate∫ π

−π
|ω|netq(ε,ω) dω ≤ C min

{
1, t−

n+1
2

}
. (5.38)

Proof. For 0 < t < 1 the uniform bound follows from item (i) of Lemma 5.10, which implies that
q(ε, ω) ≤ 0. On the other hand, we may apply item (ii) from the same result with δ = Λ

4 to find∫ π

−π
|ω|netq(ε,ω)dω ≤ C12n+1t−

n+1
2 Λ−

n+1
2 +

2πn+1

n+ 1
e−mt,

which can be absorbed into (5.38) on account of the fast decay of the exponential.

5.3 Global and outer bounds
In order to prove the `1-decay estimates of the sequence ∂nM(t) we first establish `∞-bounds, which
decay at a rate that is faster by a factor 1/

√
t. In particular, we have the following result.

Lemma 5.12. Assume that (hα) is satisfied and pick n ∈ N0. Then there exists C = C(n) > 0 so
that the n-th difference of the sequence M(t) satisfies the bound

||∂nM(t)||`∞ ≤ C min
{

1, t−
n+1
2

}
. (5.39)

Proof. Picking ε = 0, we see that P and g vanish, which in view of (5.25) and Corollary 5.11 implies
the desired bound

|[∂nM(t)]l| ≤
2n/2

2π

∫ π

−π
|ω|netq(0,ω) dω ≤ 2n/2C

4π
min

{
1, t−

n+1
2

}
. (5.40)
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Proof of Lemma 5.3. Consider the constant ε > 0 introduced in Lemma 5.10, which guarantees that
q(ε, ·) ≤ 0 and q(−ε, ·) ≤ 0. In view of the bound (5.25) and the representation (5.29)-(5.30), it
suffices to show that there exist K > |a · µ| and C > 0 so that∑

l≥(K−a·µ)t

(1 + l)eg(l,ε,t) < Ce−t,
∑

l≤−(K−a·µ)t

(1 + |l|)eg(l,−ε,t) ≤ Ce−t. (5.41)

Focusing on the former, we pick

K > 1 + |a · µ|+ 2ε−1
[
2 +

N∑
k=−N

|ak|
]
, (5.42)

which allows us to compute

g(l, ε, t) = − 1
2εl −

1
2εl + t

∑N
k=−N ak(e−µkε − 1),

≤ − 1
2εl − t

[
1
2ε(K − a · µ)−

∑N
k=−N ak(e−µkε − 1)

]
≤ − 1

2εl

(5.43)

for all l ≥ (K − a · µ)t and t > 0. Using te−t ≤ 1, this in turn yields∑
l≥(K−a·µ)t(1 + l)eg(l,ε,t) ≤ 2

∑
l≥(K−a·µ)t le

− 1
2 εl

≤ 2(1− e− 1
2 ε)−2

[
(K − a · µ)t+ 1

]
e−

1
2 (K−a·µ)εt

≤ 2(1− e− 1
2 ε)−2(K − a · µ)(t+ 1)e−2t

≤ 4(1− e− 1
2 ε)−2(K − a · µ)e−t.

(5.44)

Here we used the bound
∞∑
l=l∗

lrl = r
d

dr

( ∞∑
l=l∗

rl

)
= r

d

dr

(
rl∗

1− r

)
=
l∗r

l∗

1− r
+

rl∗+1

(1− r)2
≤ (l∗ + 1)rl∗

(1− r)2

with r = e−
1
2 ε and l∗ = b(K − a · µ)tc. The second inequality in (5.41) can be obtained in a similar

fashion.

5.4 Core bounds
In this subsection we prove Lemmas 5.4, 5.5 and 5.6, which all deal with `1-bounds on compact
intervals. Recalling the characterization (5.29)-(5.30), we start by providing useful bounds for the
exponent g when |l/t+ a · µ| is bounded. To obtain these estimates, we show that for compact sets
of ε the function g can be controlled by an upwards parabola in ε.

Lemma 5.13. Consider the setting of Theorem 5.1 and pick constants ε > 0 and K > 0. Let δ > 0
be any number that satisfies

δ ≥ max

{
K

2ε
− Λ

2
,
ε

3

N∑
k=−N

|akµ3
k|e|µk|ε

}
(5.45)

and write
νδ =

1

2(Λ + 2δ)
. (5.46)

Then for every pair (l, t) ∈ Z× (0,∞) with |l/t+ α · µ| ≤ K, the choice

ε∗ = ε∗(l, t) = 2νδ

(
l

t
+ a · µ

)
∈ [−ε, ε], (5.47)

satisfies the inequality

g(ε∗, l, t) ≤ −νδt
(
l

t
+ a · µ

)2

. (5.48)
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Proof. By expanding the function g around ε = 0, we obtain

g(ε, l, t) = −εl +
(
− εa · µ+

Λ

2
ε2 − ε3

6

N∑
k=−N

akµ
3
ke
−µk ε̃

)
t

for some ε̃ with |ε̃| ≤ |ε|, which we rewrite as

g(ε, l, t) = −εl +
(
− εa · µ+ (

Λ

2
+ δ)ε2

)
t+ ε2

(
− δ − ε

6

N∑
k=−N

akµ
3
ke
−µk ε̃

)
t. (5.49)

For any ε ∈ [−ε, ε], l ∈ Z, t > 0 our condition on δ ensures that

g(ε, l, t) ≤ −εl +
(
− εa · µ+

(Λ

2
+ δ
)
ε2
)
t =

t

4νδ

(
(ε− ε∗)2 − (ε∗)2

)
,

since the last term in (5.49) is negative. It hence suffices to show that |ε∗| ≤ ε, but that follows
directly from our assumption on δ.

Proof of Lemma 5.4. In view of Lemma 5.8 it suffices to show that∑
|l/t+a·µ|≤K

Pl(ε
∗, t, n) ≤ Ct−n2 ,

∑
|l/t+a·µ|≤K

Rl(ε
∗, t, n) ≤ Ct−n2 , t ≥ 1

for some constant C > 0. Here we make the choice ε∗ = ε∗(l, t) as defined by (5.47) in Lemma 5.13,
using the value ε > 0 that was introduced in Lemma 5.10, together with an arbitrary δ > 0 that
satisfies (5.51). Without loss, we make the further restriction ε < 1, which allows us to write |1 −
e−ε

∗ | ≤ 2|ε∗|. We will provide the proof only for P , noting that the estimate for R can be derived
analogously.

The bound (5.48) allows us to compute

Pl(ε
∗, t, n) ≤ 2n|ε∗|ne−νδt(l/t+a·µ)2

∫ π

−π
etq(ε

∗,ω) dω,

which in combination with Corollary 5.11 yields

Pl(ε
∗, t, n) ≤ C(n)2nt−

1
2 |ε∗|ne−νδt(l/t+a·µ)2

≤ C(n)4nt−
1
2 νnδ (l/t+ a · µ)

n
e−νδt(l/t+a·µ)2 .

Applying item (ii) from Lemma 5.9 with ν = νδ now yields the desired estimate, upon redefining
C.

Proof of Lemma 5.5. Our goal is to exploit the representations (5.8) for n = 0 and (5.29) to obtain
the estimate

|Ml(t)| ≤
1

2π
eg(l,ε

∗,t)

∫ π

−π
etq(ε

∗,ω)dω, (5.50)

where we again use the values ε∗ = ε∗(l, t) defined by (5.47) in Lemma 5.13, but now picking
0 < δ < Λ/2 to be small enough to ensure that√

Λ + 2δ

Λ− 2δ
≤ 1 +

κ

2
(5.51)

holds. In order to validate the condition (5.45) with K := K∗/
√
T , we pick a sufficiently large T > 0

and decrease the value of ε > 0 from Lemma 5.10 to ensure that

K∗

2
√
Tε
− Λ

2
< 0 < δ,

ε

3

N∑
k=−N

|akµ3
k|e|µk|ε ≤ δ (5.52)
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both hold. Combining (5.36) and (5.48) and writing xtl = l/t+ a · µ, we hence obtain

|Ml(t)| ≤
1

2π
e−νδt(x

t
l)

2
[ √

2π√
t
√

Λ− 2δ
+ 2πe−mt

]
whenever |xtl | ≤ K∗/

√
t and t ≥ T . Applying item (ii) of Lemma 5.9 with n = 0 and ν = νδ, we now

compute ∑
|xtl |≤

K∗√
t

|Ml(t)| ≤
1

2π

(
4 +
√

2tπ
√

Λ + 2δ
) [ √

2π√
t
√

Λ− 2δ
+ 2πe−mt

]
(5.53)

≤
√

Λ + 2δ

Λ− 2δ
+

2
√

2√
πt(Λ− 2δ)

+ e−mt
(

4 +
√

2t
√
π
√

Λ + 2δ
)

(5.54)

for all t ≥ T . The first term is smaller than 1 + κ
2 while the rest can be made smaller than κ

2 by
further increasing T if needed.

Lemma 5.14. Consider the setting of Theorem 5.1. Then there exist constants ε > 0 and C > 0
such that for any sufficiently large K > 0 we have the estimate

|Ml(t)| ≤ C min{1, t−1/2}e−εt|l/t+a·µ|2/(8K) (5.55)

whenever |l/t+ a · µ| ≤ K.

Proof. We first fix ε > 0 as provided in Corollary 5.11 and consider an arbitrary K > 0. Writing

δ =
K

2ε
− Λ

2
, νδ =

ε

8K
(5.56)

we see that condition (5.45) is satisfied provided that K is sufficiently large. Recalling the notation
xtl = l/t+ a · µ, we may again exploit (5.8), (5.29), (5.38) and (5.48) to obtain the desired estimate

|Ml(t)| ≤
1

2π
eg(l,ε

∗,t)
∫ π
−π e

tq(ε∗,ω)dω ≤ C
2π min{1, t−1/2}e−νδt(xtl)2 (5.57)

whenever |xtl | ≤ K.

Proof of Lemma 5.6. Recalling the notation xtl = l/t + a · µ, we apply (5.33) with ν = ε
8K and

K0 = K/
√
t to the estimate (5.55), which allows us to compute∑

K√
t
≤|xtl |≤K

|Ml(t)| ≤ C min{1, t−1/2}
∑
|xtl |≥

K√
t

e−νt(x
t
l)

2

≤ C min{1, t−1/2}
[
2 + 4

√
2Kt√
ε

]
e−εK/8

≤ C
[
2 + 4

√
2K√
ε

]
e−εK/8.

(5.58)

This can be made arbitrarily small by choosing K to be sufficiently large.

Proof of Lemma 5.7. Writing xtl = l/t+ a · µ and taking K as in Lemma 5.3, this result shows that
it suffices to find a constant C > 0 so that∑

|xtl |≤K

|Ml(t)||xtl | ≤ Ct−
1
2

holds for all t > 0. Writing ν = ε
8K and applying the bound (5.55) we find∑

|xtl |≤K
|Ml(t)||xtl | ≤ C min{1, t−1/2}

∑
|xtl |≤K

|xtl |e−νt(x
t
l)

2

. (5.59)

The desired bound (5.4) now follows from an application of (5.32) with n = 1.
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6 Phase approximation strategies

Throughout this paper, various scalar LDEs of the form θ̇ = Θ(θ) are considered, which can all be
seen as approximations to the (asymptotic) evolution of the phase γ(t) defined in (2.34). Our main
purpose here is to explore the relationship between the various points of view and to obtain several
key decay rates.

We proceed by introducing the standard shift operator S : `∞(Z) 7→ `∞(Z) that acts as

[Sθ]l = θl+1.

This allows us to represent the (k)-th discrete derivative (5.7) in the convenient form

∂(k)θ = (S − I)kθ = (Sk−1 + · · ·+ S + I)(S − I)θ

= (Sk−1 + · · ·+ S + I)∂θ.
(6.1)

Recalling the shifts σν introduced in (2.21), we also define the first-difference operators

π�νθ = (Sσν − I)θ, ν ∈ {1, 2, 3, 4} ,

π�ν⊕ν′θ = (Sσν+σν′ − I)θ, ν, ν′ ∈ {1, 2, 3, 4} ,
(6.2)

together with their second-difference counterparts

π��νν′θ = π�ν′π
�
νθ = (Sσν′ − I)(Sσν − I)θ, ν, ν′ ∈ {1, 2, 3, 4} . (6.3)

These can be expanded as first differences by means of the useful identity

π��νν′θ = π�ν⊕ν′θ − π�νθ − π�ν′θ. (6.4)

For convenience, we also introduce the shorthands

π�l;νθ = [π�νθ]l, π�l;ν⊕ν′θ = [π�ν⊕ν′θ]l, π��l;νν′θ = [π��νν′θ]l (6.5)

for ν, ν′ ∈ {1, 2, 3, 4}.
All the nonlinearities that we consider share a common linearization, which using (6.4) and the

definitions (2.23) can be represented in the equivalent forms

Hlin[h] =
∑4
ν=1 α

�
p;νπ

�
νh+

∑4
ν,ν′=1 α

��
p;νν′π

��
νν′h

=
∑4
ν=1 α

�
p;να

�
p;νπ

�
νh+

∑4
ν,ν′=1 α

��
p;νν′

(
πν⊕ν′ − π�ν − π�ν′

)
h

=
∑N
k=−N ak(Sk − I)h.

(6.6)

It is important to observe that the assumptions (HS)1 and (HS)2 guarantee that condition (hα) in
§5 is satisfied. In particular, we will be able to exploit all the linear results obtained in that section.

Summation convention To make our notation more concise, we will use the Einstein summation
convention whenever this is not likely to lead to ambiguities. This means that any Greek index that
appears only on the right hand side of an equation is automatically summed. For example, the first
line of (6.6) can be simplified as

Hlin[h] = α�p;νπ
�
νh+ α��p;νν′π

��
νν′h. (6.7)

‘Cole-Hopf’ nonlinearity Θch We start by discussing the nonlinearity Θch defined by (2.19),
which for d 6= 0 is given by

[Θch(θ)]l =
1

d

N∑
k=−N

ak

(
ed
(
θl+k(t)−θl(t)

)
− 1

)
+ c∗. (6.8)
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The key feature is that any solution to
θ̇ = Θch(θ) (6.9)

can be used to construct a solution to the linear problem

ḣ(t) = Hlin[h(t)] (6.10)

by applying the Cole-Hopf transform

h(t) = ed
(
θ(t)−c∗t

)
. (6.11)

This can be verified by a straightforward computation. Vice versa, any nonnegative solution to the
linear LDE (6.11) yields a solution to (6.9) by writing

θ(t) =
log h(t)

d
+ c∗t. (6.12)

Our first main result uses this correspondence to establish bounds on the discrete derivatives of
solutions to (6.9). In order to exploit the fact that this LDE is invariant under spatially homogeneous
perturbations, we introduce the deviation seminorm

[θ]dev = ||θ − θ0||`∞ (6.13)

for sequences θ ∈ `∞(Z). In view of (6.12), it is essential to ensure that h remains positive. This
is where Proposition 5.2 comes into play, which requires us to impose a flatness condition on the
initial condition θ(0). This was not needed for the corresponding result [23, Cor. 6.2], where the
comparison principle could be exploited.

Proposition 6.1. Assume that (Hg), (HΦ), (HS)1 and (HS)2 all hold and fix a positive constant
R > 0. Then there exist constants M and δ such that for any θ ∈ C1

(
[0,∞); `∞(Z)

)
that satisfies

the LDE (2.38) with [θ(0)]dev < R and ||∂θ(0)||`∞ ≤ δ, we have the estimates∣∣∣∣∣∣∂(k)θ(t)
∣∣∣∣∣∣
`∞
≤M min

{∣∣∣∣∂θ0
∣∣∣∣
`∞
, t−

k
2

}
, k = 1, 2, 3. (6.14)

Moreover, for any pair (m,n) ∈ Z2 there exists a constant C = C(m,n,R) such that

||n(Sm − I)θ(t)−m(Sn − I)θ(t)||`∞ ≤ C min
{∣∣∣∣∂θ0

∣∣∣∣
`∞
, t−1

}
, (6.15)

||n∂(Sm − I)θ(t)−m∂(Sn − I)θ(t)||`∞ ≤ C min
{∣∣∣∣∂θ0

∣∣∣∣
`∞
, t−

3
2

}
. (6.16)

‘Comparison’ nonlinearity Θcmp Upon introducing the quadratic expression

[Qcmp(θ)]l = α��q;νν′ [π
�
l;νθ][π

�
l;ν′θ], (6.17)

we are ready to define a new nonlinear function Θcmp : `∞(Z)→ `∞(Z) that acts as

Θcmp(θ) = Hlin[θ] +Qcmp(θ) + c∗. (6.18)

This function plays an important role in §7 where we construct sub- and super solutions for (2.1)
in order to exploit the comparison principle. Indeed, our choice (1.17) will generate terms in the
super-solution residual that contain the factor

Rθ(t) : = θ̇(t)−Θcmp

(
θ(t)

)
= α�p;νπ

�
νθ(t) + α��p;νν′π

��
νν′θ(t) + α��q;νν′ [π

�
l;νθ(t)][π

�
l;ν′θ(t)] + c∗.

(6.19)

Since this difference does not have a sign that we can exploit, we need to absorb it into our remainder
terms. This requires a decay rate of Rθ(t) ∼ t−3/2 or faster.
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Obviously, we can achieve Rθ = 0 by choosing θ appropriately. However, the resulting LDE
θ̇ = Θcmp(θ) is surprisingly hard to analyze due to the presence of the problematic quadratic terms,
which precludes us from obtaining the desired ∂θ ∼ t−1/2 decay rates in `∞ (rather than `2, which
is much easier).

This problem is circumvented by our choice to use (6.9) as the evolution for θ. Our second main
result provides the necessary bounds on Rθ(t) and two other related expressions. The main challenge
here is to compare the quadratic terms in Θcmp and Θch. In fact, our choice (2.28) for the parameter
d is based on the necessity to neutralize the dangerous components that lead to O(t−1) behaviour.

Proposition 6.2. Consider the setting of Proposition 6.1. There exist constants M and δ such that
for any θ ∈ C1

(
[0,∞); `∞(Z)

)
that satisfies the LDE (6.9) with [θ(0)]dev < R and ||∂θ(0)||`∞ ≤ δ,

we have the bound
||Rθ(t)||`∞ ≤M min

{
||∂θ(0)||`∞ , t

− 3
2

}
(6.20)

for all t > 0. In addition, for any ν ∈ {1, 2, 3, 4} and t > 0 we have∣∣∣∣∣
∣∣∣∣∣π�ν θ̇(t)−

4∑
ν′=1

α�p;ν′π
��
ν′νθ(t)

∣∣∣∣∣
∣∣∣∣∣
`∞

≤M min
{
||∂θ(0)||`∞ , t

− 3
2

}
, (6.21)

while for any pair ν, ν′ ∈ {1, 2, 3, 4} and t > 0 we have∣∣∣∣∣∣π��νν′ θ̇(t)∣∣∣∣∣∣
`∞
≤M min

{
||∂θ(0)||`∞ , t

− 3
2

}
. (6.22)

‘Discrete mean curvature’ nonlinearity Θdmc Recalling the sequences (Ak) and (Bk) together
with the functions βθ and ∆θ defined in (1.29), we generalize the definition of cθ from (1.28) slightly
by writing

[c̃θ]l =
∑

0<|k|≤N

Ckcϕl;k(θ) (6.23)

for a sequence (Ck) that must satisfy∑
0<|k|≤N

Ck = 1,
∑

0<|k|≤N

kCk = 0. (6.24)

The corresponding generalization of the definition (2.40) for Θdmc is now given by

Θ̃dmc(θ) = κH
∆θ

β2
θ

+ βθ c̃θ, (6.25)

which reduces to Θdmc in the special case Ck = 1/(2N).
Our task here is to establish a slight generalization of Proposition 2.8 by analyzing the difference

of Θ̃dmc with Θch. We achieve this by expanding the direction-dependent wavespeeds cϕ introduced
in Lemma 2.4 in terms of the angle ϕ. In particular, we provide proofs for the explicit expressions
stated in Lemma 2.5. This allows us to make the link with the identities (1.32) for the parameters
κH and d.

6.1 Coefficient identities
Our results in this section strongly depend on the equivalence of the representations (2.28) for the
parameter d. Our goal is to establish this equivalence by providing the proofs of Lemma 2.3 and
Lemma 2.5. To set the stage, we recall the set of shifts

(τ1, τ2, τ3, τ4) = (σh, σv,−σh,−σv)

and their corresponding translation operators

[Tνh](ξ) = h(ξ + τν), ν ∈ {1, 2, 3, 4}
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that were defined in (2.17). This allows us to recast the direction-dependent travelling-wave MFDE
(2.27) in the convenient form

−cϕΦ′ϕ(ξ) = Φ(ξ + τν cosϕ+ σν sinϕ)− 4Φϕ(ξ) + g
(
Φϕ(ξ)

)
, (6.26)

which after linearization around Φϕ gives rise to the linear operators

[Lϕv](ξ) = cϕv
′(ξ) + v(ξ + τν cosϕ+ σν sinϕ)− 4v(ξ) + g′

(
Φϕ(ξ)

)
v(ξ). (6.27)

These should not be confused with their counterparts Lω defined in (2.13), agreeing only when
ϕ = ω = 0.

Proof of Lemma 2.3. In view of the definition (2.19) and the identity 〈Φ′∗, ψ∗〉 = 1, we have

〈TνΦ′∗, ψ∗〉 − α�p;ν 〈Φ′∗, ψ∗〉 = α�p;ν − α�p;ν = 0,

for each fixed ν ∈ {1, 2, 3, 4}, which implies that TνΦ′∗−α�p;νΦ′∗ ∈ R(L0) by Lemma 2.2. In particular,
we can find a bounded C1-smooth function p�ν for which

L0

[
p�ν + bΦ′∗

]
= TνΦ′∗ − α�p;νΦ′∗

holds for any b ∈ R. Setting b = −〈p�ν , ψ∗〉 we can construct our desired function p�ν by writing
p�ν = p�ν + bΦ′∗. The remaining functions p��νν′ and q

��
νν′ can be constructed analogously.

Proof of Lemma 2.5. To establish item (i), we introduce the function χ(ξ) := ξΦ′∗(ξ) and use the
MFDE (6.26) at ϕ = 0 to compute

[L0χ](ξ) = c∗Φ
′
∗(ξ) + c∗ξΦ

′′
∗(ξ) + (ξ + τν)TνΦ′∗(ξ)− 4ξΦ′∗(ξ) + ξg′

(
Φ∗(ξ)

)
Φ′∗(ξ)

= c∗Φ
′
∗(ξ) + TνΦ′∗(ξ) + ξ

d

dξ

(
c∗Φ

′
∗(ξ) + τνTνΦ∗(ξ)− 4Φ∗(ξ) + g

(
Φ∗(ξ)

))
= c∗Φ

′
∗(ξ) + τνTνΦ′∗(ξ).

We integrate this expression against the kernel element ψ∗ and recall the definition of α�p;ν from
Lemma 2.3 to obtain c∗ = −τνα�p;ν , as claimed.

Turning to the other items, we differentiate the equation (6.26) with respect to ϕ. This yields

−[∂ϕcϕ]Φ′ϕ(ξ) = [Lϕ∂ϕΦϕ](ξ) + Φ′ϕ(ξ + τν cosϕ+ σν sinϕ)(−τν sinϕ+ σν cosϕ), (6.28)

where we emphasize that differentiations with respect to the angle ϕ will always be denoted by ∂ϕ.
Evaluating (6.28) in ϕ = 0, we obtain

−[∂ϕcϕ]ϕ=0Φ′∗(ξ) = [L0[∂ϕΦϕ]ϕ=0](ξ) + σνTνΦ′∗(ξ).

Integrating against the adjoint kernel element ψ∗, we may use the characterization (2.14) in combi-
nation with Lemma 2.3 to arrive at the explicit expression

− [∂ϕcϕ]ϕ=0 = σν〈TνΦ′∗, ψ∗〉 = σνα
�
p;ν (6.29)

stated in (ii). Applying Lemma 2.3 once more, we subsequently obtain

L0[∂ϕΦϕ]ϕ=0 = σνα
�
p;νΦ′∗ − σν [TνΦ′∗] = −L0(σνp

�
ν).

The Fredholm properties formulated in Lemma 2.1 hence imply

[∂ϕΦϕ]ϕ=0 = −σνp�ν + bΦ′∗,

where the coefficient b is given by

b = 〈[∂ϕΦϕ]ϕ=0, ψ∗〉+ σν〈p�ν , ψ∗〉.
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This vanishes on account of the normalization choices in Lemmas 2.2 and 2.3, establishing (iv).
A further differentiation of (6.28) with respect to ϕ yields

−[∂2
ϕcϕ]Φ′ϕ(ξ) = 2[∂ϕcϕ]∂ϕΦ′ϕ(ξ) + [Lϕ∂2

ϕΦϕ](ξ)

+ 2∂ϕΦ′ϕ(ξ + τν cosϕ+ σν sinϕ)(−τν sinϕ+ σν cosϕ)

+ Φ′ϕ(ξ + τν cosϕ+ σν sinϕ)(−τν cosϕ− σν sinϕ)

+ Φ′′ϕ(ξ + τν cosϕ+ σν sinϕ)(−τν sinϕ+ σν cosϕ)2

+ g′′
(
Φϕ(ξ)

)
[∂ϕΦϕ(ξ)]2.

(6.30)

Evaluating this in ϕ = 0 and integrating against the adjoint kernel element ψ∗, we obtain

−[∂2
ϕcϕ]ϕ=0 = 2[∂ϕcϕ]ϕ=0

〈
[∂ϕΦ′ϕ]ϕ=0, ψ∗

〉
+ 2σν〈Tν [∂ϕΦ′ϕ]ϕ=0, ψ∗〉

− τν〈TνΦ′, ψ∗〉+ 〈TνΦ′′∗ , ψ∗〉σ2
ν + 〈g′′(Φ∗(ξ))[∂ϕΦϕ]2ϕ=0, ψ∗〉.

Substituting the expressions from items (i), (ii) and (iv), we arrive at

−[∂2
ϕcϕ]ϕ=0 = −2σνα

�
p;ν〈[∂ϕΦ′ϕ]ϕ=0, ψ∗〉+ 2σν〈Tν [∂ϕΦ′ϕ]ϕ=0, ψ∗〉+ 〈TνΦ′′ϕ, ψ∗〉σ2

ν

− τνα�p;ν + 〈g′′(Φ∗)[∂ϕΦϕ]2ϕ=0, ψ∗〉

= 2σνα
�
p;ν〈σν′

d

dξ
p�ν′ , ψ∗〉 − 2σνσν′〈Tν

d

dξ
p�ν′ , ψ∗〉+ 〈TνΦ′′∗ , ψ∗〉σ2

ν

+ c∗ + σνσν′〈g′′(Φ∗)p�νp�ν′ , ψ∗〉
= c∗ − 2σνσν′α

��
q;νν′ ,

which establishes (iii). Finally, items (v) and (vi) follow directly from Lemma 5.6 in [17] and the
definition (2.23) for the coefficients (ak).

6.2 Quadratic comparisons
In order to establish the main results of this section we need to carefully examine the structure
of the quadratic terms in our nonlinearities. As a preparation, we first confirm that the difference
operators (6.2) and (6.3) can be appropriately bounded by the corresponding discrete derivatives.

Lemma 6.3. There exist a constant M > 0 so that for any θ ∈ `∞(Z) and any ν, ν′, ν′′ ∈ {1, 2, 3, 4}
we have the estimates

||π�νθ]||`∞ ≤M ||∂θ||`∞ , (6.31)

||π��νν′θ]||`∞ ≤M
∣∣∣∣∣∣∂(2)θ

∣∣∣∣∣∣
`∞
, (6.32)

||π�ν [π��ν′ν′′θ(t)]||`∞ ≤M
∣∣∣∣∣∣∂(3)θ

∣∣∣∣∣∣
`∞
, (6.33)∣∣∣∣π�ν[[π�ν′θ][π�ν′′θ]]∣∣∣∣`∞ ≤M ∣∣∣∣∣∣∂(2)θ

∣∣∣∣∣∣
`∞
||∂θ||`∞ . (6.34)

Proof. The first three bounds follow directly from the fact that the difference operators π�;ν can all
be represented in the form

π;ν = S−max{|σh|,|σv|Pν(S)(S − I) (6.35)

for appropriate polynomials Pν . The final bound follows from the product rule

(Sn − I)[θ1θ2] = [Snθ1](Sn − I)θ2 + [(Sn − I)θ1]θ2 (6.36)

which holds for all θ1, θ2 ∈ `∞(Z).

We proceed with our analysis by providing an explicit formula for the operators Sm − I, which
isolates the terms for which only a single discrete derivative ∂ can be factored out. This leads
naturally to the crucial bounds (6.38), which will allow us to extract additional decay from suitably
combined first-difference operators.
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Lemma 6.4. For any integer m ≥ 1 we have the identities

(Sm − I) = (S − I)2
∑m−2
k=0 (m− k − 1)Sk +m(S − I),

(S−m − I) = −(S − I)2
∑m−2
k=0 (m− k − 1)Sk−m −mS−m(S − I).

(6.37)

Proof. We only consider the first identity, noting that the second one follows readily from the com-
putation

S−m − I = −S−m(Sm − I).

For m = 1 the claim follows trivially, while for m = 2 we have (S2 − I) = (S2 − 2S + I) + 2(S − I).
Assuming that (6.37) holds for all k up to some m ≥ 2, we compute

(Sm+1 − I) = S(Sm − I) + (S − I)

= (S − I)2
m−2∑
k=0

(m− k − 1)Sk+1 +mS(S − I) + (S − I)

= (S − I)2
m−1∑
k=1

(m− k)Sk +mS(S − I) + (S − I).

Adding and subtracting m(S − I)2 results in the desired identity

(Sm+1 − I) = (S − I)2
m−1∑
k=0

(m− k)Sk + (m+ 1)(S − I).

Corollary 6.5. Pick a pair (m,n) ∈ Z2. Then there exists a constant C = C(m,n) > 0 so that for
any θ ∈ `∞(Z) we have the bounds

||n(Sm − I)θ −m(Sn − I)θ||`∞ ≤ C
∣∣∣∣∂(2)θ

∣∣∣∣
`∞
,∣∣∣∣n2[(Sm − I)θ]2 −m2[(Sn − I)θ]2

∣∣∣∣
`∞

≤ C
∣∣∣∣∂(2)θ

∣∣∣∣
`∞
||∂θ||`∞ ,

(6.38)

where the squares are evaluated in a pointwise fashion.

Proof. To establish the first bound, we assume without loss that m > 0 and set out to exploit the
identities (6.37). The key observation is that all terms featuring an (S − I)2 factor can be absorbed
by the stated bound. If also n > 0, then the remaining terms involving (S − I) factors cancel. If
n < 0, then we compute

nm(S − I)−mnSn(S − I) = nm(I − Sn)(S − I), (6.39)

which can be written as a sum of (shifted) second-differences. The second bound now follows directly
from the standard factorization a2 − b2 = (a+ b)(a− b).

The bounds above can be used to reduce the mixed products appearing in the definition (6.17)
for Qcmp as a sum of pure squares. Inspired by (6.4) and the identity 2ab = (a + b)2 − a2 − b2, we
introduce the expression

Qcmp;I(θ) =
1

2
α��q;νν′

(
[πν⊕ν′θ]

2 − [πνθ]
2 − [πν′θ]

2
)
. (6.40)

Lemma 6.6. Consider the setting of Proposition 6.1. Then there exists C > 0 so that for any
θ ∈ `∞(Z) we have the bound

||Qcmp(θ)−Qcmp;I(θ)||`∞ ≤ C ||∂θ||`∞
∣∣∣∣∣∣∂(2)θ

∣∣∣∣∣∣
`∞
. (6.41)
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Proof. We fix the pair (ν, ν′) and use the relation (6.4) to write

[πνθ][πν′θ] =
1

2

[
(πνθ + πν′θ)

2 − [πνθ]
2 − [πν′θ]

2
]

=
1

2

[
(πν⊕ν′θ − πνν′θ)2 − [πνθ]

2 − [πν′θ]
2
]
.

In particular, we see that

Qcmp(θ)−Qcmp;I(θ) =
1

2
α��q;νν′ [πνν′θ]

(
πνν′θ − 2πν⊕ν′θ

)
,

from which the bound is immediate by Lemma 6.3.

Turning to Θch, we introduce the quadratic expression

[Qch(θ)]l =
1

2

N∑
k=−N

ak(θl+k − θl)2

and note that dQch(θ) is the second-order term in the Taylor expansion of (6.8). Inserting the
definitions (2.23) for the coefficients (ak), we see that

Qch(θ) =
1

2

(
α��p;νν′

(
[πν⊕ν′θ]

2 − [πνθ]
2 − [πν′θ]

2
)

+ α�p;ν [πνθ]
2
)
, (6.42)

which closely resembles the structure of (6.40). Indeed, in both cases the slowly-decaying terms can
be isolated in a transparant fashion, using the coefficients

βcmp = σνσν′α
��
q;νν′ , βch = σνσν′α

��
p;νν′ +

1

2
σ2
να
�
p;ν . (6.43)

Lemma 6.7. Consider the setting of Proposition 6.1. Then there exists C > 0 so that for any
θ ∈ `∞(Z) we have the bound∣∣∣∣Qcmp;I(θ)− βcmp(∂θ)2

∣∣∣∣
`∞

+
∣∣∣∣Qch(θ)− βch(∂θ)2

∣∣∣∣
`∞
≤ C ||∂θ||`∞

∣∣∣∣∣∣∂(2)θ
∣∣∣∣∣∣
`∞
. (6.44)

Proof. In view of (6.38) we have the bound∣∣∣∣[πν⊕ν′θ]2 − (σν + σν′)
2[∂θ]2

∣∣∣∣
`∞

+
∣∣∣∣[πνθ]2 − σ2

ν [∂θ]2
∣∣∣∣
`∞
≤ C ||∂θ||`∞

∣∣∣∣∣∣∂(2)θ
∣∣∣∣∣∣
`∞
, (6.45)

which can be directly applied to the definitions (6.40) and (6.42) to obtain the desired estimate.

Lemma 2.5 shows that the ratio

βcmp

βch
=

2
∑4
ν,ν′=1 σνσν′α

��
q;νν′∑4

ν=1 σ
2
να
�
p;ν + 2

∑4
ν,ν′=1 σνσν′

is exactly the value of the coefficient d defined in (2.28). In particular, combining (6.41) and (6.44)
we see that

||Qcmp(θ)− dQch(θ)||`∞ ≤ 3C ||∂θ||`∞
∣∣∣∣∣∣∂(2)θ

∣∣∣∣∣∣
`∞
, (6.46)

which allows us to establish the following crucial bound.

Corollary 6.8. Consider the setting of Proposition 6.1. Then there exists C > 0 so that for any
θ ∈ `∞(Z) we have the bound

||Θch(θ)−Θcmp(θ)||`∞ ≤ Ce
2N |d|||∂θ||`∞ ||∂θ||3`∞ + C ||∂θ||`∞

∣∣∣∣∣∣∂(2)θ
∣∣∣∣∣∣
`∞
. (6.47)
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Proof. For d = 0 we simply have
Θch(θ)−Θcmp(θ) = 0.

For d 6= 0, we note that a Taylor expansion up to third order implies

||Θch(θ)−Hlin[θ]− dQch(θ)− c∗||`∞ ≤ Ce
2N |d|||∂θ||`∞ ||∂θ||3`∞ . (6.48)

In view of (6.46), the desired bound now follows directly from the identity

Θcmp(θ)−Hlin[θ]− dQch(θ)− c∗ = Qcmp(θ)− dQch(θ). (6.49)

We now turn to our final nonlinearity Θ̃dmc and show that it can be expanded as

Θ̃dmc;I(θ) =
∑

0<|k|≤N

(
2κHBk
k2

− Ck
[∂ϕcϕ]ϕ=0

k

)
(θl+k − θl)

+
∑

0<|k|≤N

(
Akc∗ + Ck[∂2

ϕcϕ]ϕ=0

)
2k2

(θl+k − θl)2 + c∗,

(6.50)

up to third order in θ. This is more than sufficient to establish Proposition 2.8, but also allows the
relation between the coefficients to be fully explored by the interested reader. For example, in the
setting where [∂ϕcϕ]ϕ=0 6= 0, it is also possible to prescribe (Bk) and read-off the accompanying
values for (Ak, Ck). In any case, the conclusions of Proposition 2.8 are valid for any sequence (Ck)
that satisfies (6.24).

Lemma 6.9. For any sequence (Ak, Bk, Ck)0<|k|≤N , there exists a constant K > 0 so that we have
the bound ∣∣∣∣∣∣Θ̃dmc(θ)− Θ̃dmc;I(θ)

∣∣∣∣∣∣
`∞
≤ K ||∂θ||3`∞ . (6.51)

Proof. Recalling the definitions (1.29), we first expand the terms βθ and ∆θ/β
2
θ as

[βθ]l = 1 +
∑

0<|k|≤N

Ak
2k2

(θl+k − θl)2 +O(||∂θ||3`∞),

[∆θ]l
[β2
θ ]l

=
∑

0<|k|≤N

2Bk
k2

(θl+k − θl) +O(||∂θ||3`∞).

(6.52)

To find a corresponding representation for c̃θ we first expand each individual term cϕl;k(θ) as

cϕl;k(θ) = c∗ + [∂ϕcϕ]ϕ=0ϕl;k(θ) +
1

2
[∂2
ϕcϕ]ϕ=0

(
ϕl;k(θ)

)2
+O(ϕl;k(θ)3). (6.53)

Referring to Figure 2, we use the explicit formula

tanϕl;k(θ) = −θl+k − θl
k

together with the expansion tanϕl;k(θ) = ϕl;k(θ) +O(ϕl;k(θ)3) to obtain

[c̃θ]l = c∗ − [∂ϕcϕ]ϕ=0

∑
0<|k|≤N

θl+k − θl
k

+
1

2
[∂2
ϕcϕ]ϕ=0

(θl+k − θl)2

k2
+O(||∂θ||3`∞),

which yields the desired statement.
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Proof of Proposition 2.8. Recalling that our assumptions imply that c∗ 6= 0 and κH 6= 0, we may
write

Ak :=
dakk

2

c∗
−
Ck[∂2

ϕcϕ]ϕ=0

c∗
,

Bk :=
akk

2

2κH
+
kCk[∂ϕcϕ]ϕ=0

2κH

(6.54)

for 0 < |k| ≤ N and use (6.50) to conclude

Θ̃dmc;I(θ) =

N∑
k=−N

ak(θl+k − θl) +

N∑
k=−N

d

2
ak(θl+k − θl)2 + c∗ = Hlin[θ] + dQch(θ) + c∗.

In particular, the desired bound follows from (6.48) and (6.51).
It hence remains to check that our coefficients (6.54) satisfy the restrictions (1.30), which we

will achieve under the general conditions (6.24). Employing item (vi) of Lemma 2.5 we compute

∑
0<|k|≤N

Ak =
−d[∂2

ωλω]ω=0 − [∂2
ϕcϕ]ϕ=0

c∗
.

This sum is equal to one if and only if the parameter d is chosen as in (2.28), which is by straight-
forward computation equivalent to the definition (1.32). In a similar fashion, we may use items (ii)
and (vi) of Lemma 2.5 to compute

∑
0<|k|≤N

Bk = − [∂2
ωλω]ω=0

2κH
,

∑
0<|k|≤N

Bk/k =

 ∑
0<|k|≤N

akk

2κH

+
[∂ϕcϕ]ϕ=0

2κH
= 0.

Setting the first sum equal to one leads to the choice (1.32) for κH .

6.3 Cole-Hopf transformation
We have now collected all the ingredients we need to exploit the Cole-Hopf transformation and
establish Proposition 6.1. The main challenge is to pass difference operators through the relation
(6.12). Proposition 6.2 subsequently follows in a relatively straightforward fashion from the bound
(6.47).

Proof of Proposition 6.1. Since the function θ̃l(t) = θl(t)− θ0(0) also satisfies the first line of (2.38)
and this spatially homogeneous shift is not seen by the difference operators in (6.14)-(6.16), we may
assume without loss that θ0(0) = 0 and consequently [θ(0)]dev = ||θ(0)||`∞ ≤ R. For d = 0, we can
immediately apply Theorem 5.1 to function h(t) := θ(t)− c∗t.

For d 6= 0, the initial condition h(0) = edθ(0) for the transformed system (6.10) satisfies the
bounds

e−|d|R ≤ inf
l∈Z

hl(0) ≤ sup
l∈Z

hl(0) ≤ e|d|R, ||∂h(0)||∞ ≤ e
|d|Rδ.

We can no longer use the comparison principle to extend these bounds to all t > 0 as in [23].
Instead, we employ Proposition 5.2 with the choice ε = e−2|d|R/2 to find T = T (R) so that

inf
l∈Z

hl(t) ≥ e−|d|R − εe|d|R =
1

2
e−|d|R

holds for all t ≥ T . On the other hand, using the constant C(T, ε) from Proposition 5.2 to write

δ =
e−2|d|R

2C(T, ε)
= ε/C(T, ε), (6.55)
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we see that (5.10) implies that also

inf
l∈Z

hl(t) ≥ e−|d|R − C(T, ε)e|d|Rδ =
1

2
e−|d|R (6.56)

for all 0 ≤ t ≤ T . This provides a uniform strictly positive lower bound for h that is essential for
our estimates below.

Turning to (6.14), we pick l ∈ Z and use the intermediate value theorem to write

[∂θ(t)]l =
1

d

[∂h(t)]l
hal (t)

, [∂(2)θ(t)]l =
1

d

(
[∂(2)h(t)]l
hl(t)

− [(S − I)h(t)]2l
hbl (t)

2
− [(S2 − I)h(t)]2l

2hcl (t)
2

)
, (6.57)

together with

[∂(3)θ(t)]l =
1

d

(
[∂(3)h(t)]l
hl(t)

+
[(S3 − I)h(t)]2l − 3[(S2 − I)h(t)]2l + 3[(S − I)h(t)]2l

2hl(t)2

)
+

1

d

(
[(S3 − I)h(t)]3l

6hdl (t)
3

+
[(S2 − I)h(t)]3l

6hel (t)
3

+
[(S − I)h(t)]3l

6hfl (t)3

)
where we have the inclusions

1

2
e−|d|R ≤ min

n=0,1,2,3
{hl+n(t)} ≤ hal (t), hbl (t), h

c
l (t), h

d
l (t), h

e
l (t), h

f
l (t) ≤ max

n=0,1,2,3
{hl+n(t)}. (6.58)

Applying Theorem 5.1, the desired bounds for k = 1, 2 follow directly, while for k = 3 it suffices to
show that the term

h̃(t) = [(S3 − I)h(t)]2 − 3[(S2 − I)h(t)]2 + 3[(S − I)h(t)]2 (6.59)

satisfies ||h̃(t)||`∞ ≤Mt−3/2. In view of the decomposition

h̃(t) = [(S3 − I)h(t)]2 − 9[(S − I)h(t)]2 − 3
(
[(S2 − I)h(t)]2 − 4[(S − I)h(t)]2

)
this follows from (6.38) and Theorem 5.1. The remaining estimates (6.15) and (6.16) now follow
directly from (6.38).

Proof of Proposition 6.2. The first bound (6.20) follows directly by combining (6.47) with Proposi-
tion 6.1. To establish (6.21) we fix ν ∈ {1, 2, 3, 4} and exploit the definition (6.19) to compute

π�ν θ̇(t)−
∑4
ν′=1 α

�
p;ν′π

��
ν′νθ(t) = π�νRθ(t) +

∑4
ν′,ν′′=1 α

��
p;ν′ν′′π

�
ν [π��ν′ν′′θ(t)]

+
∑4
ν′,ν′′=1 α

��
q;ν′ν′′π

�
ν [π�ν′θ(t)π

�
ν′′θ(t)].

The desired bound now follows from Lemma 6.3 in combination with Proposition 6.1. In a similar
fashion, the final bound (6.21) follows from the observation

π��νν′ θ̇(t) = π��νν′Rθ(t) +
∑4
ν′′=1 α

�
p;ν′′π

�
νν′ [π

�
ν′′θ(t)]

+
∑4
ν′′,ν′′′=1 α

��
p;ν′′ν′′′π

��
νν′ [π

��
ν′′ν′′′θ(t)]

+
∑4
ν′′,ν′′′=1 α

��
q;ν′′ν′′′π

��
νν′ [π

�
ν′′θ(t)π

�
l;ν′′′θ(t)].

7 Construction of super- and sub-solutions
The main aim of this section is to construct explicit super- and sub-solutions for the discrete Allen-
Cahn equation (2.6), using the function θ introduced in Theorem 2.9. To be more precise, for any
u ∈ C1([0,∞), `∞(Z2

×)
)
we define the residual

J [u](t) = u̇(t)− [∆×u(t)]− g
(
u(t)

)
46



and say that u is a super- respectively sub-solution for (2.6) if the inequality J [u]n,l(t) ≥ 0, re-
spectively J [u]n,l(t) ≤ 0 holds for all (n, l) ∈ Z2

× and t ≥ 0. Our construction utilizes the functions
introduced in Lemma 2.3 together with the difference operators defined in (6.2) and (6.3). The main
difference compared to our earlier work [23] and the PDE results in [35] is that a significant number
of additional terms are needed to control the anisotropic effects caused by the misalignment of our
wave with the underlying lattice.

Proposition 7.1. Fix R > 0 and suppose that the assumptions (Hg), (HΦ∗), (HS)1 and (HS)2 all
hold. Then for any ε > 0, there exist constants δ > 0, ν > 0 and C1-smooth functions

z : [0,∞)→ R, Z : [0,∞)→ R (7.1)

so that for any θ0 ∈ `∞(Z) with

[θ0]dev < R,
∣∣∣∣∂θ0

∣∣∣∣
`∞

< δ (7.2)

the following holds true.

(i) Writing θ : [0,∞) → `∞(Z) for the solution to (2.38) with the initial condition θ(0) = θ0, the
function u+ defined by

u+
n,l(t) = Φ∗

(
n− θl(t) + Z(t)

)
+ π�l;νθ(t)p

�
ν

(
n− θl(t) + Z(t)

)
+ π��l;νν′θ(t)p

��
νν′
(
n− θl(t) + Z(t)

)
+ π�l;νθ(t)π

�
l;ν′θ(t)q

��
νν′
(
n− θl(t) + Z(t)

)
+ z(t)

(7.3)
is a super-solution of (2.1), while the function u− defined by

u−n,l(t) = Φ∗
(
n− θl(t)− Z(t)

)
+ π�l;νθ(t)p

�
ν

(
n− θl(t)− Z(t)

)
+ π��l;νν′θ(t)p

��
νν′
(
n− θl(t)− Z(t)

)
+ π�l;νθ(t)π

�
l;ν′θ(t)q

��
νν′
(
n− θl(t)− Z(t)

)
− z(t)

(7.4)
is a sub-solution of (2.1).

(ii) We have Z(0) = 0 together with the bound 0 ≤ Z(t) ≤ ε for all t ≥ 0.

(iii) We have the bound 0 ≤ z(t) ≤ ε for all t ≥ 0, together with the initial inequalities

z(0)− δ ||p�ν ||L∞ − 2δ ||p��νν′ ||L∞ − δ
2 ||q��νν′ ||L∞ > ν > 0. (7.5)

(iv) The asymptotic behaviour z(t) = O(t−
3
2 ) holds for t→∞.

In addition, the constants ν = ν(ε) satisfy limε↓0 ν(ε) = 0.

7.1 Preliminaries
Our proof of Proposition 7.1 focuses on the analysis of the super-solution residual J [u+], since the
sub-solution J [u−] can be analyzed completely analogously. We start by splitting the residual into
the five components

J [u+] = JΦ + Jp�ν + Jp��
νν′

+ Jq��
νν′

+ Jglb. (7.6)

The first four are closely related to the functions Φ∗, p�ν , p��νν′ and q
��
νν′ , respectively, depending on

Z only through the variable
ξn,l(t) = n− θl(t) + Z(t).

Indeed, we use the definitions
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[JΦ(t)]n,l = −Φ′∗
(
ξn,l(t)

)
θ̇l(t)−

[
∆×Φ∗

(
ξ(t)

)]
n,l
,

[Jp�ν (t)]n,l = [π�l;ν θ̇(t)]p
�
ν(ξn,l(t))− [π�l;νθ(t)]

d

dξ
p�ν
(
ξn,l(t)

)
θ̇l(t)−

[
∆×[π�νθ(t)]p

�
ν

(
ξ(t)

)]
n,l
,

[Jp��
νν′

(t)]n,l = [π��l;νν′ θ̇(t)]p
��
νν′
(
ξn,l(t)

)
− θ̇l(t)[π��l;νν′θ(t)],

d

dξ
p��νν′

(
ξn,l(t)

)
−
[
∆×[π��νν′θ(t)]p

��
νν′
(
ξ(t)

)]
n,l
,

[Jq��
νν′

(t)]n,l = [π�l;ν θ̇(t)][π
�
l;ν′θ(t)]q

��
νν′
(
ξn,l(t)

)
+ [π�l;νθ(t)][π

�
l;ν′ θ̇(t)]q

��
νν′
(
ξn,l(t)

)
− [π�l;νθ(t)][π

�
l;ν′θ(t)]

d

dξ
q��νν′

(
ξn,l(t)

)
θ̇l(t)−

[
∆×[π�νθ(t)][π

�
ν′θ(t)]q

��
νν′
(
ξ(t)

)]
n,l
.

(7.7)

On the other hand, we group the terms related to the nonlinearity g and the dynamics of the
functions Z and z into the global term

[Jglb(t)]n,l = Ż(t)
(

Φ′∗
(
ξn,l(t)

)
+Bn,l(t)

)
+ ż(t)− g

(
u+
n,l(t)

)
, (7.8)

where Bn,l(t) denotes the bounded sequence

Bn,l(t) := [π�l;νθ(t)]
d

dξ
p�ν
(
ξn,l(t)

)
+ [π��l;νν′θ(t)]

d

dξ
p��νν′

(
ξn,l(t)

)
+ [π�l;νθ(t)][π

�
l;ν′θ(t)]

d

dξ
q��νν′

(
ξn,l(t)

)
.

(7.9)
In the first phase of our analysis we split each of these terms into a useful approximation together
with a residual that contains terms that behave asymptotically as O(t−

3
2 ). In the second phase we

combine these approximations, allowing us to isolate an additional set of higher order terms and
extract our final approximation.

7.2 Analysis of JΦ

Setting out to analyze the term JΦ, we introduce the approximation

[JΦ;apx(t)]n,l := Φ′∗
(
ξn,l(t)

)
(−θ̇l(t) + c∗) + g

(
Φ∗
(
ξn,l(t)

))
+ [π�l;νθ(t)][TνΦ′∗]

(
ξn,l(t)

)
− 1

2
[π�l;νθ(t)]

2[TνΦ′′∗ ]
(
ξn,l(t)

) (7.10)

and implicitly define the residual RΦ via the splitting

JΦ = JΦ;apx +RΦ. (7.11)

The result below confirms that the expression RΦ contains only higher order terms, allowing us to
focus on JΦ;apx for our further computations.

Lemma 7.2. Assume the setting of Proposition 7.1. There exists constants M > 0, δ > 0 so that
for any θ ∈ C1([0,∞); `∞) that satisfies the LDE (2.38) with [θ(0)]dev < R and ||∂θ(0)||`∞ ≤ δ and
any pair of functions z, Z ∈ C([0,∞);R), we have the estimate

||RΦ(t)||`∞ ≤M min
{
||∂θ(0)||`∞ , t

− 3
2

}
, t > 0. (7.12)

Proof. Proceeding from the definition

[∆×Φ∗ (ξ (t))]n,l = [TνΦ∗]
(
ξn,l+σν (t)

)
− 4Φ∗

(
ξn,l(t)

)
, (7.13)
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we expand [TνΦ∗]
(
ξn,l+σν (t)

)
around [TνΦ]

(
ξn,l(t)

)
to find

[∆×Φ∗(ξ(t))]n,l =
(

[τνΦ∗]
(
ξn,l(t)

)
− 4Φ∗

(
ξn,l(t)

))
− [π�l;νθ(t)][TνΦ′∗]

(
ξn,l(t)

)
+

1

2
[π�l;νθ(t)]

2[TνΦ′′∗ ]
(
ξn,l(t)

)
+

1

2

∫ −π�l;νθ(t)
0

[TνΦ′′′∗ ](ξn,l+σν (t)− s)s2 ds.

Inserting this expression into the definition (7.7) for JΦ, we arrive at

[JΦ]n,l(t)− [JΦ;apx]n,l(t) = −
[
c∗Φ

′
∗
(
ξn,l(t)

)
+ [TνΦ∗]

(
ξn,l(t)

)
− 4Φ∗

(
ξn,l(t)

)
+ g
(

Φ∗
(
ξn,l(t)

))]
− 1

2

∫ −π�l;νθ(t)
0

[TνΦ′′′∗ ]
(
ξn,l+σν (t)− s

)
s2 ds.

The first row vanishes due to the MFDE (2.10), while the second row satisfies the desired bound
(7.12) by combination of the estimate (6.31) with Proposition 6.1.

7.3 Analysis of Jp�ν
In this subsection we fix ν ∈ {1, 2, 3, 4} and analyze the function Jp�ν . In particular, we introduce
the expression

[Jp�ν ;apx]n,l(t) := [π�l;νθ(t)]
[
− [L0p

�
ν ]
(
ξn,l(t)

)
+ g′

(
Φ∗
(
ξn,l(t)

))
p�ν
(
ξn,l(t)

)]
(7.14)

+ [π��l;νν′θ(t)]
(
α�p;νp

�
ν′
(
ξn,l(t)

)
− [Tν′p

�
ν ]
(
ξn,l(t)

))
(7.15)

+ [π�l;νθ(t)][π
�
l;ν′θ(t)]

(
−α�p;ν′

d

dξ
p�ν
(
ξn,l(t)

)
+

d

dξ
[Tν′p

�
ν ]
(
ξn,l(t)

))
(7.16)

and set out to obtain bounds for the residual

Rp�ν := Jp�ν − Jp�ν ;apx. (7.17)

Lemma 7.3. Consider the setting of Proposition 7.1. Then there exist constants δ > 0 andM > 0 so
that for any θ ∈ C1([0,∞); `∞) that satisfies the LDE (2.38) with [θ(0)]dev < R and ||∂θ(0)||`∞ ≤ δ
and any pair of functions z, Z ∈ C([0,∞);R), we have the estimate∣∣∣∣Rp�ν (t)

∣∣∣∣
`∞
≤M min

{
||∂θ(0)||`∞ , t

− 3
2

}
, t > 0. (7.18)

Proof. For fixed ν ∈ {1, 2, 3, 4}, we rewrite the discrete Laplacian as

∆×
[
[π�νθ(t)]p

�
ν

(
ξ(t)

)]
n,l

= [πl;ν+ν′θ(t)][Tν′p
�
ν ]
(
(ξn,l+σν′ (t)

)
− 4[π�l;νθ(t)]p

�
ν

(
ξn,l(t)

)
, (7.19)

where the first term is summed over the indices ν′ ∈ {1, 2, 3, 4}. Using (6.4) we rephrase this term
as [

π�l;ν+ν′θ(t)
]

[Tν′p
�
ν ]
(
(ξn,l+σν′ (t)

)
= [π�l;νθ(t)][Tν′p

�
ν ]
(
ξn,l+σν′ (t)

)
+ [π��l;νν′θ(t)][Tν′p

�
ν ]
(
ξn,l+σν′ (t)

)
.

(7.20)

Furthermore, for a fixed pair (ν, ν′) we expand [Tν′p
�
ν ]
(
ξn,l+σν′ (t)

)
around [Tν′p

�
ν ]
(
ξn,l(t)

)
to find

[Tν′p
�
ν ]
(
ξn,l+σν′ (t)

)
= [Tν′p

�
ν ]
(
ξn,l(t)

)
− [π�l;ν′θ(t)]

d

dξ
[Tν′p

�
ν ]
(
ξn,l(t)

)
+

∫ −π�
l;ν′θ(t)

0

d2

dξ2
[Tν′p

�
ν ]
(
ξn,l+σν′ (t)− s

)
s ds.
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Inserting this expression back into (7.20), we obtain[
π�l;ν+ν′θ(t)

]
[Tν′p

�
ν ]
(
(ξn,l+σν′ (t)

)
= [π�l;νθ(t)][Tν′p

�
ν ]
(
(ξn,l(t)

)
− [π�l;νθ(t)][π

�
l;ν′θ(t)]

d

dξ
[Tν′p

�
ν ]
(
ξn,l(t)

)
+ [π��l;νν′θ(t)][Tν′p

�
ν ]
(
ξn,l(t)

)
+ [R̃p�ν (t)]n,l

where R̃p�ν is defined as

[R̃p�ν (t)]n,l =
(
[π�l;νθ(t)] + [π��l;νν′θ(t)]

) ∫ −π�l;ν′θ(t)
0

d2

dξ2
[Tν′p

�
ν ]
(
ξn,l+σν′ (t)− u

)
u du

+ [π��l;νν′θ(t)][π
�
l;ν′θ(t)]

d

dξ
[Tν′p

�
ν ]
(
ξn,l(t)

)
.

Note that this term satisfies the bound (7.18) in view of Proposition 6.1 and Lemma 6.3.
Comparing (7.7) and (7.16), the definition (7.17) hence yields

[Rp�ν (t)]n,l =
(

[π�l;ν θ̇(t)]− [π��l;ν′νθ(t)]α
�
p;ν′

)
p�ν
(
ξn,l(t)

)
− [π�l;νθ(t)]

(
θ̇l(t)− α�p;ν′ [π�l;ν′θ(t)]

) d
dξ
p�ν
(
ξn,l(t)

)
− [π�l;νθ(t)]

[
[Tν′p

�
ν ]
(
ξn,l(t)

)
− 4p�ν

(
ξn,l(t)

)
+ g′

(
Φ∗
(
ξn,l(t)

))
p�ν
(
ξn,l(t)

)
− [L0p

�
ν ]
(
ξn,l(t)

)]
− [R̃p�ν (t)]n,l.

The first row satisfies our estimate (7.18) due to the bound (6.21) of Proposition 6.2. Similarly, for
the second row we can apply (6.20) in combination with Proposition 6.1 and Lemma 6.3. The third
row vanishes in view of the definition (2.13) for the operator L0, which completes the proof.

7.4 Analysis of Jp��
νν′

and Jq��
νν′

Throughout this subsection, we fix a pair (ν, ν′) ∈ {1, 2, 3, 4}2 and study the approximants

[Jp��
νν′ ;apx(t)]n,l := [π��νν′θ(t)]

(
− [L0p

��
νν′ ]
(
ξn,l(t)

)
+ g′

(
Φ∗
(
ξn,l(t)

))
p��νν′

(
ξn,l(t)

))
(7.21)

together with

[Jq��
νν′ ;apx]n,l(t) := [π�l;νθ(t)][π

�
l;ν′θ(t)]

(
− [L0q

��
νν′ ]
(
ξn,l(t)

)
+ g′

(
Φ∗
(
ξn,l(t)

))
q��νν′

(
ξn,l(t)

))
.

In particular, we obtain bounds on the residuals

Rp��
νν′

:= Jp��
νν′
− Jp��

νν′ ;apx, Rq��
νν′

:= Jq��
νν′
− Jq��

νν′ ;apx. (7.22)

Lemma 7.4. Consider the setting of Proposition 7.1. Then there exist constants δ > 0 andM > 0 so
that for any θ ∈ C1([0,∞); `∞(Z)) that satisfies the LDE (2.38) with [θ(0)]dev < R and ||∂θ(0)||`∞ ≤
δ and any pair of functions z, Z ∈ C([0,∞);R), we have the estimate∣∣∣∣∣∣Rp��

νν′
(t)
∣∣∣∣∣∣
`∞
≤M min

{
||∂θ(0)||`∞ , t

− 3
2

}
, t > 0. (7.23)

Proof. For a fixed pair (ν, ν′) ∈ {1, 2, 3, 4}2, we write the discrete Laplacian in the form

∆×
[
[π��νν′θ(t)]p

��
νν′
(
ξ(t)

)]
n,l

= π��l+σν′′ ;νν′θ(t)[τν′′p
��
νν′ ]
(
ξn,l+σν′′ (t)

)
− 4π��l;νν′θ(t)p

��
νν′
(
ξn,l(t)

)
,
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summing the first term over the indices ν′′ ∈ {1, 2, 3, 4}. Adding and subtracting [π��l;νν′θ(t)][τν′′p
��
νν′ ]
(
ξn,l+σν′′ (t)

)
while also expanding [τν′′p

��
νν′ ]
(
ξn,l+σν′′ (t)

)
around [τν′′p

��
νν′ ]
(
ξn,l(t)

)
, we obtain

∆×
[
[π��νν′θ(t)]p

��
νν′
(
ξ(t)

)]
n,l

= [π��l;νν′θ(t)]
(

[Tν′′p
��
νν′ ]
(
ξn,l+σν′′ (t)

)
− 4p��νν′

(
ξn,l(t)

))
+ [π�l;ν′′π

��
l;νν′θ(t)][Tν′′p

��
νν′ ]
(
ξn,l+σν′′ (t)

)
= [π��l;νν′θ(t)]

(
[Tν′′ [p

��
νν′ ]
(
ξn,l(t)

)
− 4p��νν′

(
ξn,l(t)

))
+ [R̃p��

νν′
(t)]n,l.

(7.24)
Here R̃p��

νν′
(t) is equal to

[R̃p��
νν′

(t)]n,l = [π�l;ν′′π
��
l;νν′θ(t)][Tν′′p

��
νν′ ]
(
ξn,l+σν′′ (t)

)
+ π��l;νν′θ(t)

∫ −πl;ν′θ(t)
0

d

dξ
[Tν′′p

��
νν′ ](ξn,l+σν′ (t)− u) du,

which satisfies the bound (7.23) on account of Proposition 6.1 and Lemma 6.3.
Combining (7.24) with the definitions (7.7)3 and (7.21) yields

[Rp��
νν′

]n,l(t) = [π��l;νν′ θ̇(t)]p
��
νν′
(
ξn,l(t)

)
− [π��l;νν′θ(t)]θ̇l(t)

d

dξ
p��νν′

(
ξn,l(t)

)
+ [π��l;νν′θ(t)]

(
− [Tν′′ [p

��
νν′ ]
(
ξn,l(t)

)
+ 4p��νν′

(
ξn,l(t)

)
+ [L0p

��
νν′ ]
(
ξn,l(t)

))
− [π��l;νν′θ(t)]g

′(Φ∗(ξn,l(t)))p��νν′(ξn,l(t))
− [R̃p��

νν′
]n,l(t).

Exploiting the definition (2.13) for the operator L0 once more, the second and third row sum to

c∗[π
��
l;νν′θ(t)]

d

dξ
p��νν′

(
ξn,l(t)

)
. This allows us to write

[Rp��
νν′

]n,l(t) = [π��l;νν′ θ̇(t)]p
��
νν′
(
ξn,l(t)

)
− [π��l;νν′θ(t)]

(
θ̇l(t)− c∗

) d
dξ
p��νν′

(
ξn,l(t)

)
− [R̃p��

νν′
]n,l(t).

The estimate (7.23) now follows from Propositions 6.1 and 6.2 in combination with Lemma 6.3.

Lemma 7.5. Consider the setting of Proposition 7.1. Then there exist constants δ > 0, M > 0 so
that for any θ ∈ C1

(
[0,∞); `∞(Z)

)
that satisfies the LDE (2.38) with [θ(0)]dev < R and ||∂θ(0)||`∞ ≤

δ and any pair of functions z, Z ∈ C([0,∞);R), we have the estimate∣∣∣∣∣∣Rq��
νν′

(t)
∣∣∣∣∣∣
`∞
≤M min

{
||∂θ(0)||`∞ , t

− 3
2

}
, t > 0. (7.25)

Proof. Proceeding as in Lemma 7.4, we first fix a pair (ν, ν′) ∈ {1, 2, 3, 4}2 and write

∆×
[
[π�νθ(t)][π

�
ν′θ(t)]q

��
νν′
(
ξ(t)

)]
n,l

= [π�l;νθ(t)][π
�
l;ν′θ(t)]

(
[Tν′′q

��
νν′ ]
(
ξn,l(t)

)
− 4q��νν′

(
ξn,l(t)

))
+ [R̃q��

νν′
]n,l(t),

Here we sum over ν′′ ∈ {1, 2, 3, 4} and use the expression

[R̃q��
νν′

(t)]n,l = π�l;ν′′
[
[π�l;νθ(t)][π

�
l;ν′θ(t)]

]
q��νν′(ξn,l(t)]

+ [π�l;νθ(t)][π
�
l;ν′θ(t)]

∫ −πl;ν′θ(t)
0

d

dξ
[Tν′′q

��
νν′ ](ξn,l+σν′ − u) du,

which satisfies the bound (7.25) on account of Proposition 6.1 and Lemma 6.3.
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Combining this with the definitions (7.7)4 and (7.22), we obtain

[Rq��
νν′

(t)]n,l =
(

[π�l;ν θ̇(t)][π
�
l;ν′θ(t)] + [π�l;νθ(t)][π

�
l;ν′ θ̇(t)]

)
q��νν′

(
ξn,l(t)

)
− [π�l;νθ(t)][π

�
l;ν′θ(t)]θ̇l(t)

d

dξ
q��νν′

(
ξn,l(t)

)
+ [π�l;νθ(t)][π

�
l;ν′θ(t)]

(
[L0q

��
νν′ ]
(
ξn,l(t)

)
− [Tν′′q

��
νν′ ]
(
ξn,l(t)

)
+ 4q��νν′

(
ξn,l(t)

))
− [π�l;νθ(t)][π

�
l;ν′θ(t)]g

′(Φ∗(ξn,l(t)))q��νν′(ξn,l(t))
− [R̃q��

νν′
]n,l(t).

Applying the definition (2.13) for the operator L0 to simplify the third and fourth row, we arrive at

[Rq��
νν′

(t)]n,l =
(

[π�l;ν θ̇(t)][π
�
l;ν′θ(t)] + [π�l;νθ(t)][π

�
l;ν′ θ̇(t)]

)
q��νν′

(
ξn,l(t)

)
− [π�l;νθ(t)][π

�
l;ν′θ(t)]

(
θ̇l(t)− c∗

) d
dξ
q��νν′

(
ξn,l(t)

)
− [R̃q��

νν′
(t)]n,l,

The statement now follows from Propositions 6.1 and 6.2 in combination with Lemma 6.3.

7.5 Final splitting
Defining the aggregate quantities

Japx = JΦ;apx + Jp�ν ;apx + Jp��
νν′ ;apx + Jq��

νν′ ;apx, (7.26)

R = RΦ +Rp�ν +Rp��
νν′

+Rq��
νν′
, (7.27)

the results in §7.2-§7.4 provide the decomposition

J [u+] = Japx + Jglb +R, (7.28)

together with the explicit expression

[Japx(t)]n,l = Φ′∗
(
ξn,l(t)

)(
− θ̇l(t) + c∗

)
+ [π�l;νθ(t)]

(
− [L0p

�
ν ]
(
ξn,l(t)

)
+ [τνΦ′∗]

(
ξn,l(t)

))
+ [π��l;νν′θ(t)]

(
α�p;νp

�
ν′
(
ξn,l(t)

)
− [Tν′p

�
ν ]
(
ξn,l(t)

)
− [L0p

��
νν′ ]
(
ξn,l(t)

))
+ [π�l;νθ(t)][π

�
l;ν′θ(t)]

(
−α�p;ν′

d

dξ
p�ν
(
ξn,l(t)

)
+

d

dξ
[Tν′p

�
ν ]
(
ξn,l(t)

))
+ [π�l;νθ(t)][π

�
l;ν′θ(t)]

(
−1

2
1ν=ν′ [TνΦ′′∗ ]

(
ξn,l(t)

)
− [L0q

��
νν′ ]
(
ξn,l(t)

))
+
(
u+
n,l(t)− Φ∗

(
ξn,l(t)

)
− z(t)

)
g′
(
Φ∗
(
ξn,l(t)

))
+ g
(
Φ∗
(
ξn,l(t)

))
.

Recalling the MFDEs (2.18) we can reduce Japx to

[Japx(t)]n,l = Φ′∗
(
ξn,l(t)

)(
− θ̇l(t) + α�p;νπ

�
l;νθ(t) + α��p;νν′π

��
l;νν′θ(t) + α��q;νν′ [π

�
l;νθ(t)][π

�
l;ν′θ(t)] + c∗

)
+

1

2
[π�l;νθ(t)][π

�
l;ν′θ(t)]g

′′(Φ∗(ξn,l(t)))p�ν(ξn,l(t))p�ν′(ξn,l(t))
+
(
u+
n,l(t)− Φ∗

(
ξn,l(t)

)
− z(t)

)
g′
(
Φ∗
(
ξn,l(t)

))
+ g
(
Φ∗
(
ξn,l(t)

))
.

(7.29)
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Recalling (6.19), the first row of (7.29) can be recognized as the expression −Φ′∗
(
ξn,l(t)

)
[Rθ(t)]n,l.

Grouping the terms related to the function g in Japx and Jglb, we introduce the new function

[Jg(t)]n,l = −g
(
u+
n,l(t)

)
+
(
u+
n,l(t)− Φ∗

(
ξn,l(t)

)
− z(t)

)
g′
(
Φ∗
(
ξn,l(t)

))
+ g
(
Φ∗
(
ξn,l(t)

))
+

1

2
[π�l;νθ(t)][π

�
l;ν′θ(t)]g

′′(Φ∗(ξn,l(t)))p�ν(ξn,l(t))p�ν′(ξn,l(t))
= −g

(
u+
n,l(t)

)
+ [Japx(t)]n,l + Φ′∗

(
ξn,l(t)

)
[Rθ(t)]n,l.

Together with the residual

[Rrest(t)]n,l = [Jglb(t)]n,l + g
(
u+
n,l(t)

)
− Φ′∗

(
ξn,l(t)

)
[Rθ(t)]n,l

= Ż(t)
(

Φ′∗
(
ξn,l(t)

)
+Bn,l(t)

)
+ ż(t)− Φ′∗

(
ξn,l(t)

)
[Rθ(t)]n,l

this leads to the decomposition
Japx + Jglb = Jg +Rrest. (7.30)

Expanding g
(
u+
n,l(t)

)
around g

(
Φ∗
(
ξn,l(t)

))
up to third order, we obtain the further reduction

[Jg(t)]n,l = [Ga(t)]n,l + [Gb(t)]n,l − z(t)g′
(
Φ∗
(
ξn,l(t)

))
, (7.31)

where we have introduced the expressions

Gan,l(t) =
1

2
[π�l;νθ(t)][π

�
l;ν′θ(t)]g

′′(Φ∗(ξn,l(t)))p�ν(ξn,l(t))p�ν′(ξn,l(t))
− 1

2
g′′
(
Φ∗
(
ξn,l(t)

))(
u+
n,l(t)− Φ∗

(
ξn,l(t)

))2

,

Gbn,l(t) = −1

6
g′′′
(
sn,l(t)

)(
u+
n,l(t)− Φ∗

(
ξn,l(t)

))3

for an appropriate function sn,l(t) ∈ [Φ∗
(
ξn,l(t)

)
, u+
n,l(t)].

In the following lemma, we formulate an appropriate factorization for these new sequences Ga(t)
and Gb(t).

Lemma 7.6. Consider the setting of Proposition 7.1. Then there exist constants δ > 0, M > 0 so
that for any θ ∈ C1([0,∞); `∞) that satisfies the LDE (2.38) with [θ(0)]dev < R and ||∂θ(0)||`∞ ≤ δ
and any pair of functions z, Z ∈ C([0,∞);R), with ||z||L∞ ≤ 1, the following holds true.

(i) For any t > 0 there exist sequences Ha(t), Hb(t), Ra(t) and Rb(t) in `∞(Z2
×) such that the

identities

Gan,l(t) = z(t)Ha
n,l(t) +Ran,l(t), (7.32)

Gbn,l(t) = z(t)Hb
n,l(t) +Rbn,l(t) (7.33)

hold for all (n, l) ∈ Z2
×.

(ii) For any t > 0 we have the estimate

max
{
||Ra(t)||`∞(Z2

×) ,
∣∣∣∣Rb(t)∣∣∣∣

`∞(Z2
×)

}
≤M min

{
||∂θ(0)||`∞ , t

− 3
2

}
. (7.34)

(iii) For any t > 0 the sequences Ha(t) and Hb(t) satisfy the bound

max
{
||Ha(t)||`∞(Z2

×) ,
∣∣∣∣Hb(t)

∣∣∣∣
`∞(Z2

×)

}
≤M(||z||L∞ + δ).
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Proof. For convenience, we introduce the shorthand

Kn,l(t) : = u+
n,l(t)− Φ∗

(
ξn,l(t)

)
− z(t)

= [π�l;νθ(t)]p
�
ν

(
ξn,l(t)

)
+ [π��l;νν′θ(t)]p

��
νν′
(
ξn,l(t)

)
+ [π�l;νθ(t)][π

�
l;ν′θ(t)]q

��
νν′
(
ξn,l(t)

)
,

which allows us to rewrite Gan,l(t) as

Gan,l(t) =
1

2
g′′
(
Φ∗
(
ξn,l(t)

))(
[π�l;νθ(t)][π

�
l;ν′θ(t)]p

�
ν

(
ξn,l(t)

)
p�ν′
(
ξn,l(t)

)
−
(
Kn,l(t) + z(t)

)2)
.

The expression

R̃an,l(t) := [π�l;νθ(t)][π
�
l;ν′θ(t)]p

�
ν

(
ξn,l(t)

)
p�ν′
(
ξn,l(t)

)
−
(
Kn,l(t)

)2
satisfies the estimate (7.34) by Proposition 6.1 and Lemma 6.3, which in turn gives the splitting (7.32)
upon defining

Ha
n,l(t) = −1

2
g′′
(
Φ∗
(
ξn,l(t)

))(
z(t) + 2Kn,l(t)

)
,

Ran,l(t) =
1

2
g′′
(
Φ∗
(
ξn,l(t)

))
R̃an,l(t).

(7.35)

To obtain the splitting (7.33), we first notice that
(
Kn,l(t)

)3 already satisfies the estimate (7.34)
by Proposition 6.1 and Lemma 6.3. In order to establish items (i) and (ii), it therefore suffices to
write

Hb
n,l(t) =

1

6
g′′′
(
sn,l(t)

)(
z2(t) + 3Kn,l(t)z(t) + 3

(
Kn,l(t)

)2)
,

Rbn,l(t) =
1

6
g′′′
(
sn,l(t)

)(
Kn,l(t)

)3
.

(7.36)

Item (iii) finally follows from the definitions of Ha and Hb and the fact that the functions g′′ and
g′′′ are bounded on compact intervals.

We are now finally ready to define our final splitting. Setting

H(t) = Ha(t) +Hb(t) (7.37)

we write
J [u+] = Japx;fin +Rfin, (7.38)

where the quantities Japx;fin and Rfin are defined by

[Japx;fin]n,l(t) = Ż(t)
(

Φ′∗
(
ξn,l(t)

)
+Bn,l(t)

)
+ z(t)

(
− g′

(
Φ∗
(
ξn,l(t)

))
+Hn,l(t)

)
+ ż(t), (7.39)

Rfin(t) = J (t)− Japx;fin(t). (7.40)

Lemma 7.7. Consider the setting of Proposition 7.1. Then there exist constants δ > 0, M > 0 so
that for any θ ∈ C1

(
[0,∞); `∞(Z)

)
that satisfies the LDE (2.38) with [θ(0)]dev < R and ||∂θ(0)||`∞ <

R and any pair of functions z, Z ∈ C([0,∞);R) with ||z||L∞ ≤ 1, we have the estimate

||Rfin(t)||`∞(Z2
×) ≤M min

{
||∂θ(0)||`∞ , t

− 3
2

}
, t > 0. (7.41)

Proof. Comparing equations (7.28), (7.30) and (7.39) we can explicitly identify Rfin(t) as

[Rfin(t)]n,l = −Φ′∗
(
ξn,l(t)

)
[Rθ(t)]n,l +Rn,l(t) +Ran,l(t) +Rbn,l(t).

The statement now follows from Proposition 6.2 in combination with the definition (7.27) and
Lemmas 7.2, 7.3, 7.4, 7.5 and 7.6.

54



7.6 Proof of Proposition 7.1
We are now finally ready to prove Proposition 7.1. As a first step, we show how to pick all the
constants and functions appearing in the statement. Without loss of generality, we assume that the
constant M from Lemma 7.7 satisfies

M ≥ max{1, 52D, sup
s∈[0,1]

|g′′(s)|, sup
s∈[0,1]

|g′′′(s)|}, (7.42)

where the constant D is defined by

D = max{||p�ν ||L∞(R) , ||p
��
νν′ ||L∞(R) , ||q

��
νν′ ||L∞(R) , ||[p

�
ν ]′||L∞(R) , ||[p

��
νν′ ]
′||L∞(R) , ||[q

��
νν′ ]
′||L∞(R)}.

We pick a constant m ∈ (3ε, 1
2 ] in such a way that

− g′(s) ≥ 2m > 0, for s ∈ [−ε, ε] ∪ [1− ε, 1 + ε], (7.43)

reducing ε if needed. Next, we define the positive constants

Cε = max{1, 2m+M

minΦ∗∈[ε,1−ε] Φ′∗
}, δε =

ε3m3

63M3C3
ε

, νε =
ε3m2

3 · 63M2C3
ε

=
Mδε
3m

,

together with the positive function

Kε : [0,∞)→ R, t 7→M min
{
δε, t

− 3
2

}
. (7.44)

We now choose a function z ∈ C∞
(
[0,∞);R

)
that satisfies

Kε(t) ≤ mz(t) ≤ 2Kε(t), m|ż(t)| ≤ 2K̃ε(t),

where K̃ε is defined by

K̃ε(t) =

{
0, t ≤ δ−

2
3

ε ,
3
2Mt−

5
2 , t > δ

− 2
3

ε ,
(7.45)

which we recognize as the absolute value of the weak derivative of the function Kε. In addition, we
define the function Z ∈ C∞ [0,∞) by

Z(t) = Cε

∫ t

0

z(s) ds.

Proof of Proposition 7.1. The functions z and Z are clearly nonnegative, with

z(0)− ||p�ν ||L∞ δε − 2 ||p��νν′ ||L∞ δε − ||q
��
νν′ ||L∞ δ

2
ε ≥

Mδε
m
− 52Dδε ≥

Mδε
m

(1−m) ≥ Mδε
2m

> νε.

Furthermore, we have z(t) ≤ 2Mδε
m

≤ ε, together with

Z(t) ≤ 2Cε
m

∫ ∞
0

Kε(s)ds ≤
6Cε
m

Mδ
1
3
ε = ε.

In particular, items (ii)-(iv) are satisfied. In addition, using the fact that z(t) ≤ 2Mδε
m in combination

with item (iii) of Lemma 7.6, we obtain the crude a-priori bound

||H(t)||`∞(Z2
×) ≤ ε, for all t ≥ 0. (7.46)

Turning to (i), Lemma 7.7 implies that it suffices to show that the residual (7.39) satisfies Japx;fin(t) ≥
Kε(t). Introducing the notation

IA(t) =
Ż(t)

z(t)
Φ′∗
(
ξ(t)

)
, IB(t) =

Ż(t)

z(t)
B(t), IC(t) = H(t), ID(t) = −g′

(
Φ∗(ξ(t))

)
, IE(t) =

ż(t)

z(t)
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we see that
Japx;fin = z

(
IA + IB + IC + ID + IE

)
.

Using the observation
|ż(t)|
z(t)

≤

{
0, t ≤ δ−

2
3

ε ,

3t−1, t > δ
− 2

3
ε ,

(7.47)

we obtain the global bounds

|IB(t)| ≤ CεMδε ≤ ≤ m

3
,

|IC(t)| ≤ ε ≤ m

3
,∣∣IE(t)

∣∣ ≤ 3δ
2/3
ε ≤ m

3
.

(7.48)

When Φ∗(ξ) ∈ (0, ε] ∪ [1− ε, 1), we may use (7.43) to obtain the lower bound

ID ≥ 2m. (7.49)

Together with IA ≥ 0, this allows us to conclude

Japx ≥ mz(t) ≥ Kε(t). (7.50)

On the other hand, when Φ∗(ξ) ∈ [ε, 1− ε], we have

|IA| ≥ Cε
2m+M

Cε
≥ 2m+M, |ID| ≤M, (7.51)

which again yields (7.50). In a similar manner one can show that J [u−] ≤ 0.

8 Phase approximation and stability results
In this section we show that γ can be well-approximated by θ after allowing sufficient time for
the interface to ‘flatten’. This is achieved using the sub- and super-solutions constructed in §7 and
allows us to establish Theorem 2.9 and Theorem 2.7. In view of the preparatory work in §6-7 which
accounts for the transition from horizontal to general rational propagation directions, we can here
simply appeal to the corresponding results in [23, §8-9] to a large extent.

The main idea for our proof of Theorem 2.9 is to compare the information on γ resulting from
the asymptotic description (2.37) with the phase information that can be derived from (7.3)-(7.4).
In particular, we capture the solution u between the sub- and super-solutions constructed in §7 and
exploit the monotonicity properties of Φ∗.

Lemma 8.1. Assume that (Hg), (HΦ), (H0), (HS)1 and (HS)2 all hold and let u be a solution of
(2.6) with the initial condition (2.7). Then for every ε > 0, there exists a constant τε > 0 so that for
any τ ≥ τε the solution θ of the LDE (2.38) with the initial value θ(0) = γ(τ) satisfies

|Φ∗
(
n− γl(t)

)
− Φ∗

(
n− θl(t− τ)

)
| ≤ ε (8.1)

for all (n, l) ∈ Z2
× and t ≥ τ .

Proof. The proof is adapted from [23, Lemma 8.2]. We restrict our attention to the upper bound
Φ∗
(
n− γl(t)

)
≤ Φ∗

(
n− θl(t− τ)

)
+ ε, noting that the lower bound follows in the same way.

Without loss of generality, we assume that 0 < ε < 1. Recalling the constant νε from Proposi-
tion 7.1, Theorem 2.7 and Lemma 4.4 allow us to find τε > 0 and R > 0 for which the bounds∣∣un,l(t)− Φ∗

(
n− γl(t)

)∣∣ ≤ 1

2
νε, [γ(t)]dev ≤ R (8.2)
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hold for all (n, l) ∈ Z2
× and t ≥ τε. We now recall the constant δ > 0 and the functions z and Z that

arise by applying Proposition 7.1 with our pair (ε, R). Decreasing δ if necessary, we may assume that
ε > δ. After possibly increasing τε, we may use Proposition 4.2 to obtain

||∂γ(τ)||`∞ ≤ δ, τ ≥ τε. (8.3)

We now recall the super-solution u+ defined in (7.3). Our choice for θ(0) together with the bounds
(7.5) and (8.2) imply that

un,l(τ) ≤ Φ∗
(
n− γl(τ)

)
+ p�ν

(
n− γl(τ)

)
[π�l;νγ(τ)] + p��νν′

(
n− γl(τ)

)
[π��l;νν′γ(τ)]

+ q��νν′
(
n− γl(τ)

)
[π�l;νγ(τ)][π�l;ν′γ(τ)] + z(0)

= u+
n,l(0).

(8.4)

In particular, the comparison principle for the LDE (2.6) together with the bound (8.2) implies that

Φ∗
(
n− γl(t)

)
≤ un,l(t) +

1

2
ν(ε) ≤ u+

n,l(t− τ) +
1

2
νε, t ≥ τ. (8.5)

On the other hand, Corollary 6.1 in combination with (7.3) allows us to obtain a constant C > 0 for
which we have

u+
n,l(t)− Φ∗

(
n− θl(t)

)
≤ Cε, t ≥ 0. (8.6)

In particular, we see that

Φ∗
(
n− γl(t)

)
≤ Φ∗

(
n− θl(t− τ)

)
+

1

2
νε + Cε, t ≥ τ, (8.7)

from which the statement can readily be obtained.

Proof of Theorem 2.9 . The result can be obtained by following the proof of Proposition 8.1 in
[23].

Proof of Theorem 2.10. The proof can be copied almost verbatim from [23, §9] up to the notational
changes that we exhibited in the proof of Lemma 8.1.
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