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\textbf{Abstract}

In this paper we study a model that describes the dynamics of the tidal elevation within an almost-enclosed short basin that is connected to a tidal sea by a narrow strait. This model has the form of a forced nonlinear Helmholtz oscillator. The forcing is prescribed by the tide at sea and has a quasi-periodic character of a special nature, since the difference between the frequencies of the lunar and solar components of the forcing tide are very small. We focus on the interactions between the nonlinearity in the oscillator caused by the geometry of the basin, and the external forcing tide. The behavior of small amplitude solutions of the weakly (and quasi-periodically) forced Helmholtz oscillator is studied by a combination of the averaging method and the Melnikov method. We construct three different Melnikov functions. These Melnikov functions enable us to distinguish between six structurally different types of chaotic behavior. © 2002 Elsevier Science B.V. All rights reserved.
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\section{1. Introduction}

It is well-known that tidal elevations within basins such as bays, fjords and estuaries are strongly influenced by the characteristics of the basin. If there is (almost) a resonance between the exterior tide at sea and an eigen-frequency of the basin, the amplitude of the tide within the basin will be much larger than that of the exterior forcing tide. This amplification is a strictly linear phenomenon and is well understood [3,11].

However, an externally driven tidal basin is a nonlinear system. In this paper we will study some of the nonlinear aspects of externally driven tidal systems. We will focus on the impact of the characteristics of the basin on the tidal dynamics and its relation to the tide at sea.

Among the most simple physical models for a ‘tidal oscillator’ are those that describe the behavior of the tide within an almost-enclosed short basin that is connected to a tidal sea by a narrow strait. In such basins, the tide is generally governed by the pumping or Helmholtz (eigen-)mode, in which the water level within the basin rises and sinks in unison [11]. In [16] it was shown that the evolution of the amount of water in excess of the amount...
of water present in such a basin in the absence of tides—the excess volume $v$—can be modeled by the following second-order equation:

$$\ddot{v} + \dot{\zeta}(v) = \zeta_{ext}(t) - \gamma(v).$$  \hspace{1cm} (1.1)

Here $\dot{\zeta}(v)$ and $\zeta_{ext}(t)$ denote, respectively, the surface elevation within the basin and in the exterior sea, the latter is assumed to be a given function of time. Their difference provides the pressure gradient that drives the flow $u$ along the connecting strait ($u \sim \zeta_{ext} - \dot{\zeta}$). This flow generates changes in the excess volume ($\dot{v} \sim u$). Their combination yields (1.1), in which the term $\gamma(v)$ is added to represent friction effects. See [8,16] for more details on the derivation of this model.

There are two (potentially) nonlinear terms in this externally driven Helmholtz oscillator: the term $\dot{\zeta}(v)$ that describes the surface elevation as a function of the (excess) volume of water within the basin, i.e. $\dot{\zeta}(v)$ is determined by the geometry of the basin, and the friction term $\gamma(v)$ (see [28] for a derivation of a (nonlinear) expression for $\gamma(v)$). In order to be able to fully focus on the influence of the geometry of the basin on the dynamics of (1.1), we will only consider linear friction effects in this paper.

The Helmholtz frequency $\sigma_H$ of a tidal basin of the above type is (in unscaled form) given by

$$\sigma_H = \sqrt{BDg/A_0L},$$  \hspace{1cm} (1.2)

where $D$ is the (maximum) depth of the basin, $A_0$ the surface area of the basin ‘at rest’ (i.e. $v = 0$), $B$ and $L$ the width and length of the strait, respectively, and $g$ is the gravitational acceleration constant [16]. In the nonlinear system (1.1), the Helmholtz frequency $\sigma_H$ is identical to the frequency associated to the center point of the linearization around $(v, \dot{v}) = (0, 0)$ of the integrable Helmholtz oscillator, i.e. (1.1) without forcing or friction terms. In that sense, $\sigma_H$ is a quantity that measures linear effects, it neglects all nonlinear information on the geometry of the basin.

In this paper we extend the concept of the linear Helmholtz frequency into the nonlinear regime, by relating it to the period $T_{0}(H)$ of the periodic orbits of the integrable nonlinear Helmholtz oscillator as a function of the energy (or Hamiltonian) $H$. By construction, it follows that $\sigma_H = 2\pi/T_0(0)$, where $T_0(0)$ is the linearized period of the center point at $H = 0$ (Section 2). The period $T_0(H)$ depends strongly on the characteristics of the basin. We will show that $T_0(H)$ remains bounded for all ‘allowable’ $H$ and that it is in general not a monotonically increasing function, as is the case for most mechanical oscillators.

Of course, $\sigma_H$ can be scaled to 1 (or $T_0(0)$ to $2\pi$). However, the unscaled $\sigma_H$ varies over quite a large range in natural basins. Small-scale coastal bays and fords typically have Helmholtz periods ranging from a few minutes up to perhaps an hour [10,14]. Sometimes the Helmholtz mode seems to prevail also in still larger-scale areas, like almost-enclosed lakes and seas [16]. This may lead to Helmholtz periods up to 24 h, as was estimated for the Gulf of Mexico [19]. Thus, by scaling $\sigma_H$ to 1, and thinking of variations at sea as being principally of tidal origin, we have to allow for external forcing terms $\zeta_{ext}(t)$ in (1.1) that evolve on time scales of the same order as the integrable Helmholtz oscillator, or $\zeta_{ext}(t)$ that vary significantly slower than the Helmholtz oscillator. In this paper we will focus on the former case, the latter case has been briefly considered in [17].

The external forcing term $\zeta_{ext}(t)$ is not an exactly periodic function of time. The tide at sea consists of lunar and solar components, and may contain annual, diurnal, semi-diurnal and, as a result of nonlinearity, all kinds of harmonic combination frequencies. Frequently, the tide is dominated by just its semi-diurnal components, giving rise to the well-known (linear) fortnightly modulation (spring-neap cycle). The dominant lunar component, the semi-diurnal $M_2$ tide, has a frequency $\omega = 1.4056 \times 10^{-4} \text{s}^{-1}$, i.e. a period of $\approx 12.25 \text{ min}$; the semi-diurnal solar $S_2$ tide has $\omega_{sol} = 1.4544 \times 10^{-4} \text{s}^{-1}$; the exact 12 h period. These frequencies are, of course, almost the same: $|\omega - \omega_{sol}|/\omega = 3.47 \times 10^{-5} \ll 1$. Thus, $\zeta_{ext}(t)$ is (at least) quasi-periodic with two frequencies, $\omega$ and $\omega_{sol}$, but the
fact that \( \omega \approx \omega_{\text{sol}} \) must be taken into account in an (asymptotic) analysis of (1.1), see Remark 1.1. The amplitudes of the \( M_2 \) and \( S_2 \) components can be of comparable order, although in most basins the lunar component of the tide is significantly stronger than the solar component [3].

The main goal of this paper is to develop fundamental insight in the interactions between the geometry of the basin with the external forcing tide, that is assumed to be weak (i.e. with an asymptotically small amplitude), and to unravel the mechanisms by which these interactions generate chaotic behavior in (1.1). The fact that the forced nonlinear oscillator (1.1) can exhibit chaotic solutions is, a priori, not very surprising. This was indeed already observed and studied in [17] for a certain special basin. However, the Helmholtz oscillator (1.1) distinguishes itself from most nonlinear oscillators studied in the literature, by the fact that the integrable limit only has one unique critical point, the above mentioned center point at \( H = 0 \) (see Section 2). Therefore, it is not possible to show that (1.1) can have chaotic solutions by directly applying the ‘standard’ methods as presented for instance in [9,25], since these methods are based on the assumption that the integrable planar oscillator has a homoclinic or a heteroclinic orbit. Such an orbit can of course not exist in a system without saddle points. As a consequence, we also cannot use the ideas for the analysis of weakly, quasi-periodically forced oscillators as presented in [1], and the references therein.

We can only expect non-trivial behavior in (1.1) by a resonant interaction of the weak forcing and friction terms with a periodic orbit of the integrable limit system. It is well-known [9,25] that in such cases, a purely periodic \( O(\varepsilon) \) forcing term can at most generate exponentially (i.e. \( O(\exp(-c/\varepsilon)) \)) thin layers of chaotic behavior. Here \( \varepsilon \) is the perturbation parameter, \( 0 < \varepsilon \ll 1 \), that is related to the ‘weakness’ of the exterior forcing. We refer to [16] for such ‘exponential’ behavior in the Helmholtz oscillator. We thus may conclude that ‘observable’ chaotic behavior in (1.1) must be generated by the special character of the quasi-periodic forcing term \( \varepsilon \zeta_{\text{ext}}(t) \).

For a special basin, with a triangular structure in the vertical direction (see Section 2), it was already shown in [17], by a multiple time scale approach for small \( O(\varepsilon) \) amplitude solutions in the 1:1 resonance case, that (1.1) can be transformed to a periodically driven oscillator on a time scale that is proportional to \( 1/|\omega - \omega_{\text{sol}}| \), the time scale of the spring-neap tide cycle. In the case of a purely periodic (lunar) forcing term, this equation, called the modulation equation in [16,17], is integrable at leading order and has two homoclinic orbits to one saddle point, one, the ‘inner’ orbit, inside the other, ‘outer’, homoclinic orbit (under certain conditions on the parameters)—see Fig. 3. Note that this integrability agrees with, and is related to, the above mentioned fact that in this case periodic forcing can only generate chaotic behavior in regions that are thinner than \( \varepsilon^N \) for all \( N > 0 \). Thus, the solar component of the quasi-periodic exterior tide acts through the two time scales transformation as a periodic forcing term on this integrable system. This system can then again be considered as a weakly forced integrable system, by assuming that the amplitude of the solar component is small compared to the amplitude of the lunar component, as is the case in most basins [3]. By a standard application of the Melnikov method, it was shown in [17] that both homoclinic orbits can perturb into transversally intersecting stable and unstable manifolds to the saddle point of the associated Poincaré map, so that it is possible to show the existence of chaotic solutions to this modulation equation by the standard horseshoe map construction [9,25] (see Remark 1.1) The analysis in [17] was confirmed by the observation of chaotic behavior in numerical simulations of the modulation equation and the underlyng Eq. (1.1).

In this paper we analyze the appearance of chaotic solutions in the quasi-periodically forced Helmholtz oscillator in 1:1 resonance for general basins. The ‘modulation equation’ is derived by the method of averaging (to second-order). The averaged equations are studied by Melnikov’s method. The ‘standard’ Melnikov approach employed in [17] (for a special basin) neglects the possibility of having transversal intersections of ‘mixed’ type, i.e. intersections between stable and unstable manifolds that merge with distinct homoclinic orbits in the integrable limit (see also Remark 1.1). By a careful control of the ‘interactions’ of the Melnikov method and the method of averaging, we determine a mixed Melnikov function that measures the possibility of such intersections in the averaged system. It is found that such intersections do occur, also in regions in parameter space where neither the ‘inner’ nor the
'outer' homoclinic orbit can generate chaotic solutions by itself. Hence, our analysis extends the existence of chaotic behavior to regions in parameter space in which the 'standard' approach yields 'trivial' (i.e. non-chaotic) behavior (see also Remark 4.1). Moreover, we discover and classify geometrically various distinct types of complex behavior, that also cannot be detected by the 'standard' approach.

Remark 1.1. Nonlinear oscillators with quasi-periodic forcing terms with two frequencies that are 'almost' the same have also been studied in [15,26,27]. In [15] and [26] the existence of 'local' chaotic solutions, i.e. close to a center point of the integrable limit, was shown by a 'classical' analysis similar to that of [17]. As in [17], no attention has been paid in [15,26] to the possibility of 'mixed' intersections, see Remark 4.1.

2. The integrable Helmholtz oscillator

In this section we study the integrable limit associated to (1.1) for a class of general basins. We show that the flow induced by this integrable system can only have periodic 'free tidal oscillations' and a center point. We pay special attention to the period $T_0(H)$ of such a free tidal oscillation as function of the 'energy' $H$. We determine explicit approximations for $T_0(H)$ near the center point and study the behavior of $T_0(H)$ in several examples.

2.1. The phase portrait

System (1.1) is integrable in the limit without friction or forcing:

$$\ddot{v} + \zeta(v) = 0. \quad (2.1)$$

The integral $H$ of this Helmholtz oscillator is defined by

$$H = \dot{v}^2 + 2Z(v), \quad Z(v) = \int_0^v \zeta(\tilde{v}) \, d\tilde{v}. \quad (2.2)$$

The dynamics of (2.1) is determined by the geometry of the basin through $\zeta(v)$, the surface elevation as a function of the excess volume $v$. The geometry of a basin is prescribed by a 'shape function' $z = h(x, y)$: $h$ gives a relation between $z$, the height or depth of the boundary or bottom of the basin and the span-wise coordinates $x$ and $y$; $z$ is normalized such that $z = 0$ refers to the mean sea level. Note that $z = 0$ also corresponds to an excess volume $v = 0$. The function $h(x, y)$ determines the so-called 'wetted area' $A(z)$ at height $z$: $A(z)$ is the surface area of the water in the basin at the water height $z$. Hence, $A(0) = A_0$ as in (1.2), the surface area of the basin at the mean sea level. The surface elevation as function of the excess volume $v$, the term $\zeta(v)$ in (1.1) is, of course, determined directly by the wetted area $A(z)$ (see below for the details): all geometrical 'information' of the basin enters (1.1) and (2.1) through the function $A(z)$.

In this paper we consider (scaled) two-dimensional basins given by $z = h(x)$ (see Fig. 1) or equivalently, three-dimensional basins that have a trivial, linear, structure in the $y$-direction. This is purely for technical reasons, since it is less cumbersome for these basins to obtain the explicit relation between the shape of the basin and the nonlinearity in (1.1) and (2.1). More realistic three-dimensional basins can be studied along the same lines: the geometry of the basin defines the nonlinear term in (1.1) and (2.1) through the relation between $h(x, y)$ and the surface area $A(z)$.

We scale the basin by assuming that $h(\pm 1/2) = 0$ and that the basin has its maximum depth at $x = 0$: $h(0) = -1$. This implies for the Helmholtz frequency that $\sigma_H = 1$ (1.2). In order to reduce the technicalities of the calculations as much as possible, we simplify the analysis even further by assuming that $h(x)$ is symmetric.
Fig. 1. A typical scaled basin of ‘tidal flat type’ (see Section 2.2).

$(h(-x) = h(x))$, sufficiently smooth, and non-decreasing as a function of $x$ for $x \geq 0$, see Fig. 1. As a consequence, the shape function $z = h(x)$ can be inverted for $x \geq 0$. This is of course special for the symmetric, non-decreasing functions $h$ considered here.

Under these assumptions, the wetted area $A(z)$ of the basin at height $z$ is given by $A(z) = 2h^{-1}(z)(z \geq -1)$. The excess volume $v = V(\zeta)$ is determined by its integral from the mean sea level to the surface, $\zeta$:

$$v = V(\zeta) = \int_{0}^{\zeta} A(z) \, dz = 2 \int_{0}^{\zeta} h^{-1}(z) \, dz.$$  

(2.3)

The nonlinear term $\zeta(v)$ appearing in (1.1) and (2.1) can thus be expressed in terms of the geometry $h(x)$ of the basin by taking the inverse of $V(\zeta)$ in (2.3):

$$\zeta(v) = V^{-1}(v).$$

Note that $V(\zeta)$ is monotonous and thus invertible, by construction, since $A(z) \geq 0$. As a consequence, $\zeta(v)$ also is monotonous and invertible.

In this paper we will mainly focus on the case of small amplitude oscillations, i.e. $|v| \ll 1$. In this case $\zeta(v)$ can be expanded as a Taylor series in $v$, with coefficients $\zeta_i = \frac{d^i \zeta}{dv^i}(0), i = 1, 2, 3, \ldots$ These coefficients can be expressed in terms of the local geometry of the basin near $z = 0$ by the above procedure:

$$\zeta_1 = 1, \quad \zeta_2 = \frac{2}{h_1}, \quad \zeta_3 = \frac{6h_1 + h_2}{h_1^2}, \ldots, \quad h_i = \frac{d^i h}{dx^i}\left(\frac{1}{2}\right).$$  

(2.4)

The result $\zeta_1 = 1$ is equivalent to $\sigma H = 1$ (1.2), it is due to our scaling of the width and depth of the basin at $z = 0$, and other, similar, scalings. Note that the geometry can be such that $h_1 = 0$. However, $h(x)$ is non-decreasing (thus $h_2 = 0$ if $h_1 = 0$), so that $\zeta(v)$ can locally still be expressed in terms of the $h_i$ for $i = 3, 4, \ldots$, although the expansion of $\zeta(v)$ will have a different structure than in (2.4).

The monotonically increasing function $\zeta(v)$ can only be defined for $v \geq v_{c}^\text{low}$ where, by (2.3),

$$v_{c}^\text{low} = -2 \int_{-1}^{0} h^{-1}(z) \, dz = 2 \int_{0}^{1/2} h(x) \, dx < 0.$$  

(2.5)

$v_{c}^\text{low}$ is the (negative) excess volume of the empty basin. Thus, the solutions $\phi(t)$ of (1.1), and its integrable limit (2.1), are not allowed to enter the $[v < v_{c}^\text{low}]$ part of the phase space by this natural condition. Since $\zeta(v)$ changes sign at $v = 0$ it follows that $Z(\zeta) > 0$ for all $v \neq 0$, which yields that $H \geq 0$ (2.2). Moreover, the monotonicity of $\zeta(v)$ also implies that the Helmholtz oscillator (2.1) only has one critical point, $(0, 0)$, at $H = 0$, of center type (2.4). Thus, the only allowed solutions of (2.1) are the one-parameter family of periodic solutions around $(0, 0)$. This family is bounded by a critical orbit $\phi_c(t)$, at the level set

$$H = H_c = 2Z(v_{c}^\text{low}) = 2 \int_{0}^{1/2} h^2(x) \, dx > 0.$$  

(2.6)
(2.2) and (2.3), that is tangent to the line \(\{v = v_{low}\}\). This orbit represents the critical oscillation in which all water has flown out of the basin at low tide. We define \(\zeta_{h}^{low} > 0\), and \(\zeta_{h}^{high} > 0\), as the excess volume, and relative elevation of the water at high tide of the critical oscillation: \(v_{h}^{low}\) is the second zero of the equation \(H = H_{e} = 2\sqrt{v_{h}^{low}}\) and \(\zeta_{h}^{high} = (v_{h}^{high})\). Note that the excess volume and the (relative) elevation of the water in the basin at high tide are in general not the same as the equivalent quantities at low tide, i.e. \(v_{h}^{low} \neq |v_{h}^{high}|\) and \(\zeta_{h}^{low} \neq 1\) (in general).

2.2. The period of the Helmholtz oscillator

The critical orbit \(\phi_{c}(t)\) plays a role similar to the homoclinic orbit, or the pair of heteroclinic orbits, in classical, nonlinear oscillators, such as the Duffing equation or the mathematical pendulum, in the sense that it is the boundary of a one-parameter family of periodic orbits around the center point \((0,0)\). However, there is an essential difference: the period of the Helmholtz oscillator does not become unbounded as \(H\) approaches \(H_{e}\). The period \(T_{\phi}(H)\) of the orbit \(\phi_{c}(t; H) = (\epsilon(t; H), (\epsilon(t; H)))\) is given by

\[
T_{\phi}(H) = 2\int_{\phi_{c}(H)}^{} \frac{dv}{\sqrt{H - v^{2}}} \tag{2.7}
\]

where \(v_{h}^{low} < v < v_{h}^{high}\) are the \(v\)-components of the two intersections of \(\phi_{c}(t; H)\) with the \(v\)-axis.\(\ z_{h}^{low}(H)\) and \(z_{h}^{high}(H)\) represent the excess volumes at low and high tide. The period \(T_{\phi}(H)\) is the nonlinear counterpart of the classical, linear Helmholtz period \(T_{0} = 2\pi/\sqrt{\phi_{0}(1.2)}\), where \(T_{0} = T_{0}(0)\) by construction.

The occurrence of resonances between the forcing term \(z_{h}(t)\) and the free oscillations of the Helmholtz oscillator (2.1) is of crucial importance for the dynamics of the full system (1.1). Therefore, it is necessary to study the behavior of \(T_{0}\) as a function of \(H\). Since we mainly focus on small amplitude oscillations in this paper we first give an expansion of \(T_{0}(H)\) for \(H \ll 1\):

\[
T_{0}(H) = 2\pi(1 + T_{2}H + O(H^{1/2})), \quad T_{2} = \frac{1}{48}\left(5\epsilon_{2}^{2} - 3\zeta_{3}\right) = -\frac{8h_{1} + 3b_{2}24h_{1}^{2}}{24h_{1}} \tag{2.8}
\]

(2.3) and (2.4). There are two remarkable things about this expression: (i) the leading order correction to the linear Helmholtz period/frequency (1.2) depends both on the local slope of the basin \(h_{1} = h(1/2)\) and on the local ‘curvature’ \(h_{2} = h''(1/2)\); (ii) the sign of this correction can both be positive and negative. Note that the period increases away from the center point for standard (mechanical) nonlinear oscillators (i.e. \(T_{2} > 0\) in these systems).

In the next section we will find that \(T_{2}\) plays a crucial role in the analysis of small amplitude solutions of (1.1).

The period \(T_{0}(H)\) can be expressed explicitly in terms of the geometry of the basin \(h(x)\) by the transformations in (2.3). We do not present the details of this straightforward procedure here. For the critical orbit it results in

\[
T_{\phi} = T_{0}(H_{e}) = 2\int_{0}^{\epsilon_{h}^{high}} \frac{x_{h}^{high}(s)}{\sqrt{1 - (\epsilon(s)\epsilon'(s))}} ds, \tag{2.9}
\]

where \(x_{h}^{high} = h^{-1}(\epsilon_{h}^{high})\). Note that \(T_{\phi}\) is always bounded and that it can be both larger or smaller than the linear Helmholtz period \(T_{0} = 2\pi\).

The behavior of \(T_{\phi}\) as a function of \(H\) differs, in general, essentially from that in mechanical oscillators, as we shall illustrate briefly in two examples.

For the first example we consider a class of basins that generalizes the ‘triangular’ basin considered in [8,16,17]:

\[h(x; a) = (2x)^{a} - 1, \quad a > 0, \quad \text{for} \quad x \geq 0, \quad h(-x; a) = h(x; a) \quad a \to \infty \text{gives the rectangular linear basin (Fig. 2c),} \]

\[a = 1 \text{ the triangular basin of [8,16,17] (Fig. 2b), and} \quad a < 1 \text{ a ‘trough’ (Fig. 2a), not unlike the trench often found in} \]
toral flat areas. It follows from (2.8) that \( T_2(a) = -\frac{3}{4}a^2 < 0 \) for all \( a > 0 \). Hence, \( T_0(H, a) \) decreases as a function of \( H \), for \( H \) small. By (2.9) we find (with the aid of Mathematica) that
\[
T_0(a) = \frac{2}{\sqrt{\pi}} \left( \frac{a}{2a+1} \right)^{1/2} \frac{2}{\Gamma(\alpha)} \frac{\Gamma(a+1)}{\Gamma(2a+1/2)},
\]
where \( \Gamma(z) \) is the Gamma function. It follows that \( \lim_{a \to 0} T_0(H, a) = 2\sqrt{\pi} \), \( \lim_{a \to \infty} T_0(H, a) = 2\pi \), and \( T_0(a) \in (2\sqrt{\pi}, 2\pi) \) (with, e.g., \( T_0(1) = 6 \)). Note that \( \lim_{a \to \infty} T_0(H, a) \equiv 2\pi \), since the basin becomes rectangular in this limit (Fig. 2c). Numerical approximations indicate that \( T_0(H, a) \) decreases monotonically as a function of \( H \).

Next, we consider models that are (loosely) inspired on the character of the tidal basins of the Wadden Sea. Large parts of these basins, the so-called tidal flats, are above sea level at low tide. This implies that the tidal oscillation in the Wadden Sea can certainly not be considered as being of small amplitude, on the contrary: in each of the tidal parts of these basins, the so-called tidal flats, are above sea level at low tide. This implies that the tidal oscillation of the excess volume \( v(t) \) can have a maximum or a minimum as a function of \( H \) for a certain \( H = H_{\beta}(\beta) \in (0, \infty) \). As a consequence, the external forcing \( \zeta(t) \) can, for instance, be in 1:1 resonance with two different free oscillations of the Helmholtz oscillator (2.1).

These examples show that the behavior as a function of the Hamiltonian \( H \) of the period \( T_0(H) \), or equivalently, the (nonlinear Helmholtz) frequency, of an integrable tidal oscillator, can be quite rich compared to the monotonic character of the period in classical examples of mechanical oscillators. As a consequence, there can also be new types of resonant interactions. This will be the subject of future research. In this paper we focus on the small amplitude case, so that \( H \ll 1 \).

3. Small amplitude oscillations

In this section we focus on the case of small amplitude oscillations of the excess volume \( v(t) \). We scale system (1.1) such that we can apply the method of averaging and derive a generalization of the modulation equation...
in [17]. The integrable limit can again have a saddle point with an ‘inner’ and an ‘outer’ homoclinic orbit. The existence of these orbits is determined completely by the relation between the characteristics (frequency, amplitude) of the dominant, lunar component of the exterior tide and the deviation of the nonlinear Helmholtz frequency from the linear Helmholtz frequency $\sigma_0$. This deviation, i.e. in essence $T_0(H) - T_0(0)$ for small $H$, is determined by the geometry of the basin. Thus, we find that the possibility of a chaotic response of the tide in a basin to a given exterior forcing tide, is determined by the geometry of that basin.

The main motivation to use the method of averaging is that it enables us to obtain full control on the validity of the approximation on the relevant time scale [22]. This is necessary, since a Melnikov analysis requires validity on long time scales. It is shown that a Melnikov analysis of the averaged system is possible, in the sense that the approximation is valid on the time scales necessary for the Melnikov method. However, it has to be assumed that the ratio of the amplitude of the solar and the lunar exterior tide is $O(\epsilon^0)$. Note that we thus have assumed (for simplicity) that the external tide $\zeta$ only has semi-diurnal components (i.e. $M_2$ tide and the semi-diurnal solar $S_2$ tide are almost in 1:1 resonance with the small amplitude periodic orbits of the integrable system (2.1). By (2.2) and (2.8) we know that $T_0 - 2\pi = O(\epsilon^0)$ in an $O(\epsilon)$ neighborhood of the center point. Therefore we can now introduce an explicit, simplified, expression for the external quasi-periodic forcing term: $V(t) = V(t) = \epsilon V(t)$ by $v = \epsilon V$ and use (2.4) to obtain a leading order expansion of the left-hand side of (1.1) in terms of the geometry. We then ‘tune’ the magnitude (with respect to $\epsilon$) of the quasi-periodic forcing term and of the friction term at the right-hand side of (1.1) to the character of the integrable limit (2.1) of (1.1)—see Remark 3.1. Therefore, we assume that $\zeta_{\text{ext}}(t) = \epsilon^2 Z(t)$ and $\gamma(v) = \epsilon^2 C v$, so that (1.1) can be written as

$$V + \dot{V} = -\frac{1}{2} \epsilon^2 C_2 V^2 + \epsilon^2 [\frac{1}{2} \epsilon^2 C_3 V^3 + Z(t) - CV] + O(\epsilon^3).$$

(3.1)

Note that we thus have assumed that the surface elevation of the exterior sea $\zeta_{\text{ext}}(t) = O(\epsilon^2) \ll \zeta(t) = \zeta(\epsilon V) = O(\epsilon)$, the surface elevation within the basin. This amplification is in essence the ‘strictly linear phenomenon’ due to resonance, mentioned in Section 1 [3,11]. We furthermore assume that both the semi-diurnal lunar $M_2$ tide and the semi-diurnal solar $S_2$ tide are almost in 1:1 resonance with the small amplitude periodic orbits of the integrable system (2.1). By (2.2) and (2.8) we know that $T_0 - 2\pi$ is $O(\epsilon^0)$ in an $O(\epsilon)$ neighborhood of the center point.

Therefore we can now introduce an explicit, simplified, expression for the external quasi-periodic forcing term:

$$Z(t) = F \cos(\omega t + \Theta) + F_{\text{sat}} \cos(\omega_{\text{sat}} t + \Theta_{\text{sat}}), \quad \omega = 1 + \epsilon^2 \sigma, \quad \omega_{\text{sat}} = 1 + \epsilon^2 \sigma_{\text{sat}}$$

(3.2)

so that, by construction $\omega \approx \omega_{\text{sat}} \approx 1$. The weak quasi-periodicity of the forcing term is established by the condition $\sigma \neq \sigma_{\text{sat}}$. Note that we have thus assumed (for simplicity) that the external tide $\zeta_{\text{ext}}(t)$ only has semi-diurnal components (i.e. $M_2$, $S_2$, etc., and diurnal components have all been neglected).

The scaled Eq. (3.1) can be brought into a ‘standard form for averaging’ [9,22] by introducing the polar coordinates $R(t)$ and $\Phi(t)$ through the phase-amplitude transformation,

$$V(t) = R(t) \cos(\omega t - \Phi(t)), \quad V(t) = -\omega R(t) \sin(\omega t - \Phi(t)),$$

(3.3)
so that (3.1) can be written as a three-dimensional $t$-periodic system

$$
\begin{align*}
\dot{R} &= \varepsilon \left( \frac{1}{2} \dot{\gamma} R^2 \cos \left( at - \Phi \right) + \epsilon^2 G(R, \Phi, \Sigma, at) \sin \left( at - \Phi \right) + \mathcal{O}(\epsilon^3) \right), \\
\dot{\Phi} &= \epsilon \left( -\frac{1}{2} \dot{\gamma} R \cos \left( at - \Phi \right) + \epsilon^2 \left( \frac{1}{R} G(R, \Phi, \Sigma, at) \cos \left( at - \Phi \right) + \mathcal{O}(\epsilon^3) \right) \right), \\
\dot{\Sigma} &= \epsilon^2 [\Sigma], \\
\end{align*}
$$

(3.4)

where

$$
G(R, \Phi, \Sigma, at) = \frac{1}{2} \dot{\gamma} R^2 \cos \left( at - \Phi \right) - 2\sigma R \cos \left( at - \Phi \right) - F \cos \left( at + \theta \right),
$$

$$
\Omega = \sigma_{\text{sol}} - \sigma.
$$

(3.5)

The special quasi-periodic structure of the driving force (3.2) has been incorporated in the slow variable $\Sigma$. Note that it is immediately clear from the structure of (3.1) that first-order averaging will yield a trivial result, i.e. the 'net contribution' of the term $\epsilon^2(\Sigma)$ is 0, so that the averaged quantities $\bar{R}$ and $\bar{\Phi}$ are constant on a $1/\epsilon$ time scale (at leading order) [9,22]. Therefore, we average system (3.4) to second-order [22] and obtain

$$
\begin{align*}
\dot{\bar{R}} &= -\frac{1}{2} \dot{\gamma} \bar{R} + \frac{1}{2} \bar{F} \sin (\bar{\Phi}) + F_{\text{sol}} \sin (\bar{\Phi} + \bar{\Sigma}) + \mathcal{O}(\epsilon), \\
\dot{\bar{\Phi}} &= \sigma + \frac{1}{2\epsilon}(5\dot{\gamma}^2 - 3\dot{\gamma})(\bar{R})^2 + \frac{1}{2\bar{R}} \left[ F \cos (\bar{\Phi} + \theta) + F_{\text{sol}} \cos (\bar{\Phi} + \bar{\Sigma}) \right] + \mathcal{O}(\epsilon), \\
\dot{\bar{\Sigma}} &= \Omega + \mathcal{O}(\epsilon),
\end{align*}
$$

(3.6)

where the derivatives are now taken with respect to the natural slow time $T = \epsilon t$ associated to the second-order averaging procedure. Since $(\bar{R}, \bar{\Phi}, \bar{\Sigma})$ only evolves on the $O(1/\epsilon^2)$ time scale, i.e. since first-order averaging yields a trivial result, it follows that the approximation of $(R, \Phi, \Sigma)$ by $(\bar{R}, \bar{\Phi}, \bar{\Sigma})$ is $O(\epsilon^2)$ accurate on a $O(1/\epsilon^2)$ time scale, i.e. the solutions of (3.6) give $O(\epsilon^2)$ accurate approximations of the solutions of (3.4) as long as $T = 0(1)$ [22] (see Remark 3.2).

The averaged equation can be interpreted more directly in Cartesian coordinates, therefore we introduce $X(T)$ and $Y(T)$ by

$$
X(T) = \bar{R} \cos (\bar{\Phi}), \quad Y(T) = \bar{R} \sin (\bar{\Phi}),
$$

(3.7)

so that (3.6) can be brought into the leading order two-dimensional form

$$
\begin{align*}
\dot{X} &= -Y \sigma + T_2 (X^2 + Y^2) + \frac{1}{2} \bar{F} \sin \theta - \frac{1}{2} \bar{C} X + \frac{1}{2} F_{\text{sol}} \sin (2\bar{T} + \bar{\Sigma}), \\
\dot{Y} &= X \sigma + T_2 (X^2 + Y^2) + \frac{1}{2} \bar{F} \cos \theta - \frac{1}{2} \bar{C} Y + \frac{1}{2} F_{\text{sol}} \cos (2\bar{T} + \bar{\Sigma}),
\end{align*}
$$

(3.8)

where we have used (2.8). Note that (3.8) can also be derived more directly from (3.1) by using the van der Pol transformation [22] instead of the phase-amplitude transformation (3.3).

Observe that all ‘information’ on the geometry of the basin is concentrated in a single coefficient, $T_2$, the leading order approximation of the difference between the classical, linear Helmholtz period $T_{H} = 2\pi/\sigma_{H}$ and its nonlinear generalization $T_{H}(H)$ (2.7) and (2.8). We can indeed conclude that the nonlinear Helmholtz period (or frequency) is the dominant quantity in the representation of the structure of a basin in the description of its tidal dynamics, like in the classical, linear case [11,28]. Since we are interested in the influence of the geometry of the basin on the dynamics of (1.1) we assume that $T_2 \neq 0$, although it should be noted that $T_2$ can be 0 with a non-trivial geometry (2.8).
Without loss of generality, we set $\theta = 0$; $\theta$ originally described a phase shift in (3.2), changing $\theta$ corresponds through (3.3) and (3.7) with a rotation of $X$ and $Y$ in (3.8), and a shift in $\Sigma_0$.

**Remark 3.1.** We have made several choices to arrive at (3.1) and (3.2). Of course, the assumption that the system is in 1:1 resonance is arbitrary, different resonances can be studied along the same lines (see Section 5). The assumption that the excess volume $v$ is small with respect to the total volume of the basin is very natural, although it is certainly not valid for all natural basins, see Section 2. However, the assumptions on the relations between the magnitudes $|v|$, $|\zeta_{ext}(t)|$, $|\gamma(\dot{v})|$ and $|\omega - \omega_{sol}|$ are motivated by the (mathematical) preference to balance the influences of all four competing components in (3.1)—the geometry, the forcing and its quasi-periodicity, and the friction. In that sense the above scalings can be interpreted as a ‘significant degeneration’ in the terminology of (singular) perturbation theory [5].

**Remark 3.2.** The ‘modulation equation’ (3.6) can also be obtained by the method of multiple time scales, as was done for a special ‘triangular’ basin (see Section 2) in [17]. Here, we prefer the method of averaging, since we need the (classical) results on the accuracy and the validity of the approximation procedure (that can for instance be found in [22]) in order to be able to apply Melnikovs method to (3.6) and (3.8).

### 3.2. The periodically forced Helmholtz oscillator

By setting $F_{sol} = 0$, we recover the case of a periodic, lunar, forcing in (1.1), see (3.2). System (3.8) can now be seen as a Hamiltonian system with friction. This system has been studied in more detail in [16,17] in the special case of a ‘triangular’ domain, so that $T_2 = -1/2$ (see Section 2). The integrable structure is common for weakly, periodically forced planar systems at resonance: in weakly forced systems, non-trivial, chaotic, behavior can only be expected near saddle connections, see for instance [9,25].

The integrable limit is obtained by setting, in addition, $C = 0$. The Hamiltonian reads

$$
\mathcal{H}(X, Y) = -\frac{1}{2T_2}(\sigma + T_2(X^2 + Y^2))^2 - \frac{F}{2}X.
$$

The critical points of the Hamiltonian system are given by

$$
T_2X^2 + \sigma X + \frac{1}{2}F = 0, \quad Y = 0.
$$

Hence, if $\text{sign}(T_2) = \text{sign}(\sigma)$, then there is only one critical point (of center type) in the integrable limit, if $\text{sign}(T_2) \neq \text{sign}(\sigma)$, then there are up to three critical points (by varying $F$): two centers and one saddle (see Fig. 3). Note
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Fig. 3. The unperturbed, i.e. integrable, averaged system: (3.8) with $C = F_{sol} = 0, F$ is chosen such that there are two center points, a saddle point $P_s = (X_s, 0)$, and two homoclinic orbits to the saddle $P_s$, the outer orbit $\gamma^\text{out}$ and the inner orbit $\gamma^\text{in}$. 
that only the latter, most interesting, case corresponds to a situation in which the frequency of the dominant (lunar) tide, \( \omega = 1 + \epsilon \sigma \), can be in exact 1:1 resonance with one of the natural small amplitude oscillations of the basin with \( H = \epsilon^2 \hat{H} \) \((2.1)\) and \((2.2)\), since the nonlinear Helmholtz frequency of such an oscillation is given by \( \sigma_0 (\epsilon^2 \hat{H}) = 2n / T_0 (\epsilon^2 \hat{H}) = 1 - \epsilon^2 \hat{H} T_0 + O(\epsilon^3) \) \((2.8)\).

In the next subsections we will consider \((3.8)\) as a periodically forced integrable system. We will assume that both \( C \) and \( F_c \) are asymptotically small, of \( O(\delta) \), with \( 0 < \epsilon < \delta \ll 1 \) (see Section 3.3 for a detailed motivation).

Since one of the main themes of this paper is to show that a weakly, quasi-periodically forced Helmholtz oscillator exhibits chaotic behavior, while there are no saddle connections in the integrable limit \((2.1)\), we will only consider the case in which there can be saddle points, and thus homoclinic orbits, in the integrable limit of the averaged system \((3.8)\), see Remark 3.3. Hence, we can conclude that there can only be non-trivial behavior in \((3.8)\) (with \( C, F_c = O(\delta) \)), when the dominant (lunar) component of the external quasi-periodic forcing term \((3.2)\) can be in exact resonance with one of the ‘nonlinear’ small amplitude periodic orbits of \((2.1)\). Note that the geometry of the basin thus completely determines, through \( T_1 (2.8) \), the possibility of chaotic behavior, since the frequency of the lunar tide must be considered as given.

In this paper we consider \( T_2 < 0 < \sigma \). The situation \( \sigma < 0 < T_2 \) can be transformed into this case. Without loss of generality we can set \( T_2 = -1 \) and \( \sigma = 1 \) in \((3.8)\), by rescaling \( X, Y, F, C, F_c \). This is in essence the case studied in \([17]\). It follows from \((3.10)\) that the Hamiltonian limit of \((3.8)\), i.e. \( C = F_c = 0 \) with \( \sigma = T_2 = 1 \), can only have saddle points when \(- (4/9) \sqrt{3} \leq F \leq (4/9) \sqrt{3} \). When \( F \neq 0, \pm (4/9) \sqrt{3} \) there is one saddle point, \( P_1 = (X_0, 0) \), and two critical points of center type. This saddle point defines the level set \( \Omega(X, Y) = \Omega_{\text{out}} \) \((3.9)\). There are two homoclinic orbits in this level set: an outer orbit \( \gamma_{\text{out}}^{\text{hom}}(T) \) and an inner orbit \( \gamma_{\text{in}}^{\text{hom}}(T) \) \((3.3)\), both limiting on \((X_0, 0)\). As \( F \to (4/9) \sqrt{3} \), or \(- (4/9) \sqrt{3} \), the saddle point merges with one of the center points; \( \gamma_{\text{out}}^{\text{hom}}(T) \) and \( \gamma_{\text{in}}^{\text{hom}}(T) \) merge as \( F \to 0 \). The X-coordinate \( X_0 \) of \( P_1 \) is positive for \(- (4/9) \sqrt{3} < F < 0 \); the case of a saddle point with a negative X-coordinate can be obtained from this by transforming \( X \to -X, Y \to -Y \) and \( F \to -F \) (which corresponds, once again, to a phase shift in \((3.6)\)). Therefore, we focus on the case \(- (4/9) \sqrt{3} < F < 0 \).

In the next section we will study the influence of small, \( O(\delta) \), perturbation terms in the integrable limit system by the Melnikov method \([9,25]\). In order to perform the necessary calculations, we need explicit expressions for \( \gamma_{\text{out}}^{\text{hom}}(T) \) and \( \gamma_{\text{in}}^{\text{hom}}(T) \). These expressions can be obtained by introducing the auxiliary variable \( S = S(T) = (X^2 + Y^2)^{-1} - 1 \). In terms of this new variable, the homoclinic orbits \( \gamma_{\text{out}}^{\text{hom}}(T) \) correspond to \( S_{\text{out}}^{\text{hom}}(T) \). It is shown in Appendix A that

\[
S_{\text{out}}^{\text{hom}}(T) = S_0 + \left( \frac{\cosh^2 \mu T}{S_0 - S_N} \right)^{-1} = S_0 + \frac{A_s}{\epsilon_0 + \cosh 2 \mu T} \\
S_{\text{in}}^{\text{hom}}(T) = S_0 + \left( \frac{\cosh^2 \mu T}{S_0 - S_N} \right)^{-1} = S_0 + \frac{-A_s}{\epsilon_0 + \cosh 2 \mu T}.
\]

We refer to \((A.3)\) and \((A.4)\) in Appendix A for explicit expressions for the constants \( S_0 < 0, S_N > S_0, S_\ast < S_0, A_s > 0, \epsilon_0 \in (0, 1) \) and \( \mu > 0 \). The Melnikov analysis of the next section will be based on \((3.11)\).

**Remark 3.3.** The dynamics of \((3.8)\) in the case \( \text{sign}(T_2) = \text{sign}(\sigma) \) and \( C, F_c = O(\delta) \) is, of course, not completely trivial. The driving frequency \( \Omega \) can be in resonance with one or more periodic orbits of the integrable limit, so that one, once again, can study the system by averaging, or by the subharmonic Melnikov method \([9,25]\) (note that these procedures are only valid for \( 0 < \epsilon \ll \delta \ll 1 \), see Section 3.3). Hence, one can establish the existence of various types of periodic orbits in \((3.8)\).
3.3. Perturbed homoclinic orbits: the Melnikov functions \( M_{\text{out}} \) and \( M_{\text{in}} \)

In this section and the next section we study a weakly forced version of (3.8)

\[
\begin{align*}
X' &= -Y[1 - (X^2 + Y^2)] + \frac{1}{4} \varepsilon \left( C X + \frac{1}{2} F \sin (\Omega T) \right) + \mathcal{O}(\varepsilon), \\
Y' &= X[1 - (X^2 + Y^2)] + \frac{1}{2} F + \frac{1}{2} \varepsilon \left( C Y + \frac{1}{2} F \sin (\Omega T) \right) + \mathcal{O}(\varepsilon),
\end{align*}
\]

(3.12)

where \( \varepsilon \ll 1 \) has been defined by the natural assumption that the amplitude of the solar tide is (asymptotically) small compared to that of the lunar tide: \( F_{\text{sol}} = 3F \) (3.2). Moreover, we have chosen \( \Sigma_0 = -\pi/2 \) in order to be able to compare the outcome of the Melnikov calculations with those in [17]. This choice is not at all essential: \( \Sigma_0 \) does not have any (leading order) influence on the existence of transversal intersections of the homoclinic orbits of (3.12) with general \( \Sigma \) (it does have influence on the location of these intersections, but that is not relevant for the existence of Smale horseshoes, etc., see also Remark 3.6). Furthermore, we have set \( \sigma = -T_2 = 1, \theta = 0 \), as was explained in the previous section, and \( C = \bar{\alpha} \bar{C} \) (the tilde will be dropped in the subsequent analysis). System (3.12) can be written in the standard, autonomous form

\[
\frac{d}{dt} \begin{pmatrix} X \\ Y \\ \Theta \end{pmatrix} = \begin{pmatrix} \frac{\partial H}{\partial Y}(X, Y) \\ \frac{\partial H}{\partial X}(X, Y) \\ \frac{\partial G_1}{\partial \Theta}(X, Y, \Theta) \\ \frac{\partial G_2}{\partial \Theta}(X, Y, \Theta) \end{pmatrix} + \mathcal{O}(\varepsilon) \quad \text{for} \quad (X, Y, \Theta) \in \mathbb{R}^2 \times S^1, 
\]

(3.13)

where \( H(X, Y, F) \) is the Hamiltonian (3.9) and \( (G_1, G_2) \) the \( 2\pi/\Omega \) periodic perturbation term. System (3.13) has a hyperbolic \( 2\pi/\Omega \) periodic orbit that is \( \mathcal{O}(\varepsilon) \) close to the saddle point \( P_0 \) of the unperturbed problem. A more precise formulation of this result can be given in terms of the Poincaré map \( \mathcal{P}^{\delta} \) associated to (3.13), where \( T_1 \in [0, 2\pi/\Omega] \) defines the section \( \Sigma_1 = \{ \theta = T_1 \} \) on which \( \mathcal{P}^{\delta} \) is defined. There exists a neighborhood \( D_{\delta P} \) of \( P_0 \) in which the map \( \mathcal{P}^{\delta} \) has a saddle point \( \mathcal{P}_0^{\delta} \) that is \( \mathcal{O}(\varepsilon) \) close to the saddle point \( P_0 \) of the unperturbed (\( \delta = \varepsilon = 0 \)) limit of (3.13). Moreover, the (local) stable and unstable manifolds of \( \mathcal{P}_0^{\delta} \) in \( D_{\delta P} \), \( W^{\text{st}}(\mathcal{P}_0^{\delta}) \), are \( \mathcal{O}(\varepsilon) \) close to the (local) stable and unstable manifolds of \( P_0 \), in the Hamiltonian limit system [9,25].

In the analysis of (3.13), it is essential to assume that \( 0 < \varepsilon \ll \delta \ll 1 \), i.e. that \( \delta \) is an \( \mathcal{O}(1) \) quantity compared to \( \varepsilon \). This is because the averaging method only gives \( \mathcal{O}(1) \) accuracy on \( \mathcal{O}(1) \) \( T \)-time intervals in (3.8) and thus in (3.13) [22]. A priori, one might think that it is thus not at all possible to apply Melnikovs method to measure the splitting distances in the perturbed homoclinic orbits of the averaged system (3.13), since this method involves integrals over semi-infinite time intervals. However, inside the above defined neighborhood \( D_{\delta P} \) the behavior of the integrable limit persists, and one has full control over the flow generated by (3.13). There exist similar persistence results in the literature on the averaging method (see for instance [22]) that relate a critical point of the averaged system to a periodic orbit of the full system. The application of these results to the periodically forced system (3.4) without dissipation, i.e. \( F_{\text{sol}} = C = 0 \) in (3.4), yields that the saddle point \( P_0 \) of the integrable system, and its local characteristics, corresponds to a periodic orbit of the original system (3.4) with the corresponding local character (note that (3.4) reduces to a two-dimensional system when there is no solar component in the forcing term, i.e. when \( F_{\text{sol}} = 3F = 0 \), see (3.5)). The combination of the two persistence results yields that one only needs to approximate the global stable and unstable manifolds of \( P_0^{\delta} \), \( W^{\text{st}}(P_0^{\delta}) \), outside \( D_{\delta P} \), and \( W^{\text{st}}(P_0^{\delta}) \) only spend a finite time interval outside \( D_{\delta P} \) in the application of the Melnikov method [9,25]. Assuming that the magnitude \( \delta \) of the perturbations in (3.13) is \( \mathcal{O}(1) \) with respect to \( \varepsilon \), implies that the time interval over which one needs to approximate the \( W^{\text{st}}(P_0^{\delta}) \) is also \( \mathcal{O}(1) \) with respect to \( \varepsilon \). Hence, when \( 0 < \varepsilon \ll \delta \ll 1 \) there is no conflict between the application of the Melnikov method and the averaging method (see Remark 3.4).
Fig. 4. A sketch of the four stable and unstable manifolds $W^s_0(P^u_0)$, $W^u_0(P^s_0)$, $W^s_0(P^s_0)$, and $W^u_0(P^u_0)$ to the saddle point $P^s_0$ of the Poincaré map $\mathcal{P}$ associated to (3.12). Note that there are no intersections in this case.

The perturbations in (3.13) will, in general, break both homoclinic orbits of $P_0$ in the Hamiltonian limit. The Melnikov method measures the (leading order) splitting distance between the stable and unstable manifolds of $P^s_0$, $W^s_0(P^u_0)$ and $W^u_0(P^s_0)$. In standard applications of the Melnikov method [9,25] there is only one homoclinic orbit to the saddle point in the integrable limit, so that one only has to measure the distance between those branches of the stable and unstable manifolds that correspond to that one homoclinic orbit. The system studied in this paper (3.13) has two homoclinic orbits to the same saddle point in the integrable limit, $\gamma^\text{hom}_s(T)$ and $\gamma^\text{hom}_u(T)$ (Section 3.2). Thus, we have to distinguish between two pairs of stable and unstable manifolds, $W^s_0(P^u_0)$ and $W^u_0(P^s_0)$ (see Fig. 4).

In this section we will determine explicit expressions for the ’standard’ Melnikov functions $M_{\text{std}}(T_0)$ and $M_{\text{std}}(T_0)$; $M_{\text{std}}(T_0)$ measures the splitting distance between $W^s_0(P^u_0)$ and $W^u_0(P^s_0)$, $M_{\text{std}}(T_0)$ between $W^s_0(P^u_0)$ and $W^u_0(P^s_0)$. This distance is measured at a reference point $\gamma^\text{ref}_s(0)$ in terms of the natural weighted distance associated to the Hamiltonian $H$ of the integrable limit (3.9) [9,25]. Note that one has to multiply $M_{\text{std}}(T_0)$ with \( \delta/||\partial H/\partial X(\gamma^\text{hom}_s(0)), \partial H/\partial Y(\gamma^\text{hom}_u(0)))|| \) to obtain the expression for the (leading order) Euclidian distance between $W^s_0(P^u_0)$ and $W^u_0(\gamma^\text{ref}_s(0))$ at the point $\gamma^\text{hom}_s(0)$ in a cross-section that is perpendicular to the unperturbed homoclinic manifold [9,25]. We will always refer to this weighted ‘energy’ distance function when we measure the distance between two manifolds.

In the next section we will consider the ‘mixed’ intersections, $W^s_0(P^u_0) \cap W^u_0(P^s_0)$ and $W^s_0(P^s_0) \cap W^u_0(P^u_0)$. It follows from the standard theory (9,25) that

$$M_{\text{std}}(T_0) = \int_{-\infty}^{\infty} \left[ \frac{\partial H}{\partial Y}(\gamma(T - T_0)) \right] \left( \begin{array}{c} G_2(\gamma(T - T_0), \Omega T) \\ G_1(\gamma(T - T_0), \Omega T) \end{array} \right) dT, \quad (3.14)$$

where $\gamma(T) = (X_0(T), Y_0(T)) = \gamma^\text{hom}_s(T)$ (Section 3.2). The Melnikov functions $M_{\text{std}}(T_0)$ can be computed explicitly using the results of the previous section and Appendix A. It is shown in Appendix B that

$$M_{\text{std}}(T_0; \Omega, C, F) = -2 C \left( \phi_\text{ref} - \frac{3 \tan \phi_\text{ref}}{3 + \tan \phi_\text{ref}} \right) + \frac{\pi \Omega^2}{\sinh \kappa_0} e^{k_0 \phi_\text{ref}} \cos (\Omega T_0),$$

$$M_{\text{std}}(T_0; \Omega, C, F) = -2 C \left( -\phi_\text{ref} + \frac{3 \tan \phi_\text{ref}}{3 + \tan \phi_\text{ref}} \right) + \frac{\pi \Omega^2}{\sinh \kappa_0} e^{-k_0 \phi_\text{ref}} \cos (\Omega T_0). \quad (3.15)$$
intersections of $W$ of either $\gamma$ tangle structure [9,25], see Fig. 7d. In Section 4.2 we shall show that countably many ‘lobes’ ([25] and Remark 4.2) section.

Thus, the condition $PT$ \( M \) and $\delta$ are in essence equivalent to the observation that both center points of the integrable limit system of (3.12), i.e. $\partial u \in (\pi/2, \pi)$ (3.16). Thus, the condition $M_\text{int}(T_0) \neq 0$ for all $T_0$ implies $M_\text{int}(T_0) < 0$ for all $T_0$. A similar argument shows that $M_\text{int}(T_0)$ must be positive when it is assumed that $M_\text{int}(T_0) \neq 0$ for all $T_0$. Note that these conclusions are in essence equivalent to the observation that both center points of the integrable limit system of (3.12), i.e. $\delta = \pi = 0$ in (3.12), become attractors when one introduces friction to the system (but no periodic forcing), see [16].

The result on the sign of $M_\text{int}(T_0)$ also implies that the outer unstable manifold $W^u_\text{int}(P_0^s)$ will be ‘outside’ the unstable outer manifold $W^u_\text{out}(P_0^s)$ when $M_\text{int}(T_0) \neq 0$ for all $T_0$ (see Figs. 4 and 7a). Hence, $W^u_\text{int}(P_0^s)$ will spiral outwards, so that the possibility of having intersections of $W^u_\text{int}(P_0^s)$ with $W^u_\text{out}(P_0^s)$ is excluded. By the sign of $M_\text{int}(T_0)$ we know that the unstable outer manifold $W^u_\text{out}(P_0^s)$ will be ‘inside’ $W^u_\text{int}(P_0^s)$ when we assume that $M_\text{int}(T_0) \neq 0$ for all $T_0$ (Figs. 4 and 7a). Hence, $W^u_\text{int}(P_0^s)$ will spiral inwards, so that there can again be no intersections of $W^u_\text{int}(P_0^s)$ with $W^u_\text{out}(P_0^s)$.

We conclude that the only ‘measurable’ mixed intersections can occur between $W^u_\text{int}(P_0^s)$ and $W^u_\text{out}(P_0^s)$. Note that this does not imply that $W^u_\text{int}(P_0^s) \cap W^u_\text{out}(P_0^s) = \emptyset$ for all parameter combinations: $W^u_\text{int}(P_0^s)$ and

\[
\cos \phi_{\text{int}} = a_i \text{ with } \phi_{\text{int}} \in \left(\frac{\pi}{2}, \pi\right), \quad \cos \phi_{\text{out}} = a_i \text{ with } \phi_{\text{out}} = \pi - \phi_{\text{int}} \in \left(0, \frac{\pi}{2}\right),
\]

(3.16)

and $\mu$ and $a_i$ are given in (A.4). We note that a simple zero of $M_\text{int}(T_0)$, respectively $M_\text{out}(T_0)$, corresponds to a transversal intersection of $W^u_\text{int}(P_0^s)$ and $W^u_\text{out}(P_0^s)$, respectively $W^u_\text{int}(P_0^s)$ and $W^u_\text{out}(P_0^s)$ [9,25].

Remark 3.4. The ‘interactions’ of the Melnikov method and the averaging method have been discussed in more detail in [9]. The limitations on the accuracy and the time scales of the approximation by an averaged system also imply that the leading order correction terms in an averaged system like (3.13), that can be computed by another round of averaging, cannot be used as additional ‘input’ in a Melnikov calculation, although such input might lead to interesting, but in general spurious, phenomena in quasi-periodically forced oscillators [27].

3.4. The ‘mixed’ Melnikov function $M_{\text{mixed}}$

Due to the presence of two homoclinic orbits emanating from the same saddle point $P_0$ in the integrable limit, there can also be intersections of the outer stable or unstable manifolds of the saddle point $P_0^s$, $W^u_\text{int}(P_0^s)$ of the Poincaré map $P^T_0$ associated to (3.13) with the inner unstable or stable manifolds of $P_0^s$, $W^u_\text{int}(P_0^s)$ (see Figs. 4 and 7).

In this section we will construct a ‘mixed’ Melnikov function $M_{\text{mixed}}(T_0)$ that measures the distance between the manifolds $W^u_\text{int}(P_0^s)$ and $W^u_\text{out}(P_0^s)$. We refer to Remark 3.5 for some background to the ideas presented in this section.

First, we need to assume that either $M_\text{int}(T_0) \neq 0$ for all $T_0$, so that $W^u_\text{int}(P_0^s) \cap W^u_\text{out}(P_0^s) = \emptyset$, or that $M_\text{out}(T_0) \neq 0$ for all $T_0$, i.e. $W^u_\text{int}(P_0^s) \cap W^u_\text{out}(P_0^s) = \emptyset$. If neither of these conditions hold, then both pairs, $W^u_\text{int}(P_0^s)$ and $W^u_\text{out}(P_0^s)$, intersect countably many times near $P_0^s$ and both generate the well-known homoclinic tangle structure [9,25], see Fig. 7d. In Section 4.2 we shall show that countably many ‘lobes’ ([25] and Remark 4.2) of both $W^u_\text{int}(P_0^s)$ and $W^u_\text{out}(P_0^s)$ will intersect any (transversal) cross-section at any reference point on the orbits of either $y^\text{int}_0$ or $y^\text{out}_0$ (see Fig. 7d). Hence, trying to measure the distance between $W^u_\text{int}(P_0^s)$ and $W^u_\text{out}(P_0^s)$ is in a sense irrelevant in the case that both $M_\text{int}(T_0)$ and $M_\text{out}(T_0)$ have zeroes.

The outer Melnikov function $M_\text{out}(T_0)$ cannot be positive for all $T_0$, since the non-oscillating component of $M_\text{int}$ (i.e. the component that does not depend on $T_0$) is always negative (3.15), recall that $\phi_{\text{int}} \in (\pi/2, \pi)$ (3.16). Thus, the condition $M_\text{int}(T_0) \neq 0$ for all $T_0$ implies $M_\text{int}(T_0) < 0$ for all $T_0$. A similar argument shows that $M_\text{int}(T_0)$ must be positive when it is assumed that $M_\text{out}(T_0) \neq 0$ for all $T_0$. Note that these conclusions are in essence equivalent to the observation that both center points of the integrable limit system of (3.12), i.e. $\delta = \pi = 0$ in (3.12), become attractors when one introduces friction to the system (but no periodic forcing), see [16].

The result on the sign of $M_\text{int}(T_0)$ also implies that the outer unstable manifold $W^u_\text{int}(P_0^s)$ will be ‘outside’ the unstable outer manifold $W^u_\text{out}(P_0^s)$ when $M_\text{int}(T_0) \neq 0$ for all $T_0$ (see Figs. 4 and 7a). Hence, $W^u_\text{int}(P_0^s)$ will spiral outwards, so that the possibility of having intersections of $W^u_\text{int}(P_0^s)$ with $W^u_\text{out}(P_0^s)$ is excluded. By the sign of $M_\text{int}(T_0)$ we know that the unstable outer manifold $W^u_\text{out}(P_0^s)$ will be ‘inside’ $W^u_\text{int}(P_0^s)$ when we assume that $M_\text{int}(T_0) \neq 0$ for all $T_0$ (Figs. 4 and 7a). Hence, $W^u_\text{int}(P_0^s)$ will spiral inwards, so that there can again be no intersections of $W^u_\text{int}(P_0^s)$ with $W^u_\text{out}(P_0^s)$.

We conclude that the only ‘measurable’ mixed intersections can occur between $W^u_\text{int}(P_0^s)$ and $W^u_\text{out}(P_0^s)$. Note that this does not imply that $W^u_\text{int}(P_0^s) \cap W^u_\text{out}(P_0^s) = \emptyset$ for all parameter combinations: $W^u_\text{int}(P_0^s)$ and
The forthcoming analysis.

We now assume that $M_{\text{out}}(T_0) \neq 0$ for all $T_0$, so that $W_{\text{out}}^u(P^0_0) \cap W_{\text{in}}^s(P^0_0) = \emptyset$. The outer unstable manifold $W_{\text{out}}^u(P^0_0)$ will thus return to the (small) neighborhood $D_P$ of $P_0$ and $P^0_0$. By taking the reference point $\gamma_{\text{hom}}(0)$ at the boundary of $D_P$, we may conclude that the (leading order) distance between $W_{\text{out}}^u(P^0_0)$ and $W_{\text{in}}^s(P^0_0)$ (the local outer stable manifold of $P^0_0$) at the ‘entrance point’ $Q_{\text{entr}}^0 \in \partial D_P$ is given by $M_{\text{out}}(T_0)$. In order to determine a distance between $W_{\text{out}}^u(P^0_0)$ and $W_{\text{in}}^s(P^0_0)$ we must first follow $W_{\text{out}}^u(P^0_0)$ during its passage near $P^0_0$ (see Remark 3.5).

It follows from the construction of $M_{\text{out}}(T_0)$ [9,25] that this conclusion is only valid when we assume that $\partial D_P$ coincides, at the intersection, with a (large enough) piece of the line through the intersection point, normal to the outer homoclinic manifold of the integrable limit system (i.e. the orbit of $\gamma_{\text{hom}}(T)$). Therefore, we will assume from now on that the neighborhood $D_P$ of $P^0_0$ has the shape of a quadrangle with sides perpendicular to the orbits $\gamma_{\text{hom}}(T)$ on the four intersection points $v_{\text{hom}}^0$ on $\partial D_P$. This is of course no restriction. Moreover, we choose $D_P$ such that the Euclidian distance between those intersection points and the ‘center’ $P_0$, or equivalently $P^0_0$, of $D_P$ is of $O(\delta^k)$ for some $0 < k < 1/2$ (this is, again, no restriction [9,25]). The bounds on $k$ will be explained (and used) in the forthcoming analysis.

Since the ‘full’ Eq. (3.13) is (by definition) dominated by the linear flow inside the region $D_P \times S^3$, it is possible to compute the orbits of the Poincaré map $P^0_0$ through $D_P$ explicitly (to leading order), and thus to determine the path of the manifold $W_{\text{out}}^u(P^0_0)$ through $D_P$. It follows from the conditions on the ‘size’ of $D_P$, i.e. $k > 0$, that an orbit of the map $P^0_0$ through the entrance point $Q_{\text{entr}}^0$ exits $D_P$ after $N = O(\log \delta)$ iterations (which is $O(1)$ with respect to $\epsilon$). It can be assumed (by adapting $D_P$), without loss of generality, that $(P^0_0)^N(Q_{\text{entr}}^0) = Q_{\text{entr}}^0 \in \partial D_P$ on $\partial D_P$.

Note that, in terms of the flow governed by (3.13), this corresponds to the assumption that the orbit through the point $(Q_{\text{entr}}^0, 0) \in \mathbb{R}^3 \times S^3$ leaves the region $D_P \times S^3$ with an ‘exit’ phase equal to the ‘entrance’ phase, i.e. that $\theta_{\text{ex}} = \theta_{\text{entr}} = 0$ (mod $2\pi$), where $\theta_{\text{entr}}$ is the O(log $\delta$) ‘passage time’ of that orbit through $D_P \times S^3$. Since $W_{\text{out}}^u(P^0_0) \cap W_{\text{in}}^s(P^0_0)$ is ‘before’ $W_{\text{out}}^u(P^0_0)$ reached $D_P$, it follows that $W_{\text{out}}^u(P^0_0)$ does not intersect the span $(W_{\text{in}}^s(P^0_0) \cup W_{\text{in}}^e(P^0_0) \cup W_{\text{in}}^c(P^0_0) \cup W_{\text{in}}^s(P^0_0) \cap D_P$. The Euclidian distance between $W_{\text{out}}^s(P^0_0)$ and this span varies between $O(\delta)$ and $O(\delta^3)$ inside $D_P$, due to the saddle character of $P^0_0$. This explains the above lower bound on the size of $D_P$ ($k < 1/2$). A Taylor expansion around $P_0 = (X_0, 0)$ yields that

$$R(X(T), Y(T), \theta(T)) = \delta \begin{vmatrix} \frac{\partial H}{\partial X}(X(T), Y(T)) \\ \frac{\partial H}{\partial Y}(X(T), Y(T)) \\ \frac{\partial H}{\partial \theta}(X(T), Y(T)) \end{vmatrix} = O(\delta^{k+\epsilon})$$

for $(X(T), Y(T), \theta(T)) \in D_P \times S^3$ (since $\partial H/\partial X(X_0, 0) = \partial H/\partial Y(X_0, 0) = 0$). Thus, since $(P^0_0)^N(Q_{\text{entr}}^0) = Q_{\text{entr}}^0 \in \partial D_P$ for some $N$, we may conclude that the distance, measured in terms of the Hamiltonian distance function, between $W_{\text{in}}^s(P^0_0)$ and the span $(W_{\text{in}}^s(P^0_0) \cup W_{\text{in}}^e(P^0_0) \cup W_{\text{in}}^c(P^0_0) \cup W_{\text{in}}^s(P^0_0) \cap D_P$ at the exit point $Q_{\text{entr}}^0$ is given by $M_{\text{in}}(T_0) + O(\delta^3 \log \delta)$, i.e. the same Melnikov expression (at leading order) as at the entrance point $Q_{\text{entr}}^0$ (without any additional changes in phase, see Remark 3.6).

Since $M_{\text{out}}(T_0) < 0$ for all $T_0$, we know that $W_{\text{out}}^u(P^0_0)$ is ‘inside’ $W_{\text{in}}^s(P^0_0)$, so that the exit point $Q_{\text{entr}}^0$ will be $O(\delta)$ close to $W_{\text{in}}^e(P^0_0)$ (see Figs. 4 and 7a). The distance between $W_{\text{in}}^s(P^0_0)$ and $W_{\text{in}}^e(P^0_0)$ at the point $Q_{\text{entr}}^0$ is, by definition, given by $M_{\text{out}}(T_0)$ (at leading order). Hence, it follows that the Melnikov function that measures the distance between $W_{\text{out}}^u(P^0_0)$ and $W_{\text{in}}^s(P^0_0)$ is given by

$$M_{\text{mixmax}}(T_0) = M_{\text{out}}(T_0) + M_{\text{in}}(T_0).$$

(3.17)
under the condition that $M_{\text{mixed}}(T_0) < 0$ for all $T_0$. By (3.15) and the relation $\phi_{\text{ref}} = \pi - \phi_{\text{in}}$ (3.16) we thus obtain

$$M_{\text{mixed}}(T_0) = -2\left(\pi - 2\phi_{\text{in}} + \frac{6\tan\phi_{\text{in}}}{1 + \tan^2\phi_{\text{in}}} + \frac{\pi\Omega^2}{\sinh\delta}(1 + e^{\delta T_0})\cos(\Omega T_0)\right).$$

(3.18)

The same construction can be used to study the case $M_{\text{mixed}}(T_0) \neq 0$ for all $T_0$. Here, however, one needs to determine the path of $W_{\text{out}}(P_{\phi_0}^s)$ through the region $D_{\text{out}}$. It follows immediately that the distance between $W_{\text{out}}(P_{\phi_0}^s)$ and $W_{\text{out}}(P_{\phi_0}^u)$ can be expressed in exactly the same ‘mixed’ Melnikov function $M_{\text{mixed}}(T_0)$ that is given by (3.17) and (3.18). See however Remark 3.6.

Remark 3.5. It should be noted that there are more examples in the literature where ‘mixed’ Melnikov expressions of the type considered here are derived (see for instance [2]). Nevertheless, since the system considered here does not have a special symmetric structure (chains of homoclinic orbits appear more naturally in systems with symmetries [2]), and since we have to deal here with the additional subtleties of deriving a Melnikov function in an averaged system, we decided to present a completely independent and detailed derivation of $M_{\text{mixed}}(T_0)$, and since we have to deal here with the additional subtleties of deriving a Melnikov function in an averaged system, we decided to present a completely independent and detailed derivation of $M_{\text{mixed}}(T_0)$. For similar reasons, we performed an independent analysis of the passage of $W_{\text{out}}(P_{\phi_0}^s)$ near $P_{\phi_0}^s$ and refrained from referring to general results on the passage of manifolds near another (normally hyperbolic) manifold [12,13].

Remark 3.6. By construction, the Melnikov expressions $M_{\text{out}}, M_{\text{in}}$ and $M_{\text{mixed}}$ measure the distance between stable and unstable manifolds relative to a given reference point on one of the unperturbed homoclinic orbits. Therefore, $M_{\text{out}}, M_{\text{in}}$ and $M_{\text{mixed}}$ explicitly depend on the position of that reference point on an orbit $\gamma_{\text{hom}}$ or $\gamma_{\text{in}}$. This fact can be made explicit by taking into account the changes in the phase $\theta$ in the computation of the Melnikov functions, see [25]. Since we have not explicitly incorporated the influence of phase differences into the Melnikov expressions, the expressions $M_{\text{out}}, M_{\text{in}}$ and $M_{\text{mixed}}$ can only be used to see whether stable and unstable manifold can intersect, and can in this form not directly be used to determine the precise location of the intersections. For instance, if the parameters in the model are such that $M_{\text{mixed}}(T_0)$ can have zeroes for certain values $T_0$ of $T_0$ (see Section 4), then we know that $W_{\text{out}}(P_{\phi_0}^s)$ and $W_{\text{out}}(P_{\phi_0}^u)$ intersect transversally. However, only for $T_0 = T_0^0$ we know the precise location of this intersection, or better, of one of the intersections: it is by construction asymptotically close to the reference point $\gamma_{\text{in}}(0)$, i.e. by Section 3.2, near the $Y$-axis. For other values of $T_0$ we have to do some extra work to find the location(s) of $W_{\text{out}}(P_{\phi_0}^s) \cap W_{\text{out}}(P_{\phi_0}^u)$ (we have to follow $\gamma_{\text{hom}}(T)$ for a time $T_{\text{out}} - T_0$, see [25]). The precise information on the location of the intersections of the stable and unstable manifolds is not relevant for the forthcoming analysis. Nevertheless, this straightforward observation demonstrates that there indeed is a qualitative distinction between the two ‘identical’ expressions derived for $M_{\text{mixed}}(T_0)$ in the two cases considered in this section (i.e. $M_{\text{mixed}}(T_0) \neq 0$ for all $T_0$ and $M_{\text{mixed}}(T_0) = 0$ for all $T_0$). In the two constructions of $M_{\text{mixed}}(T_0)$, the reference points, relative to which the distance $M_{\text{mixed}}(T_0)$ is measured, are in general not the same. Therefore, the two versions of $M_{\text{mixed}}(T_0)$ will differ by a phase factor.

4. Chaotic behavior

In this section we interpret the outcome of the asymptotic Melnikov analysis of the previous section. It is shown that the mixed Melnikov function $M_{\text{mixed}}(T_0)$ plays a crucial role in the analysis of the character of the intersections of the stable and unstable manifolds of the saddle point.

Each of the three Melnikov functions defines a manifold in a three-dimensional parameter space—these parameters are related to the magnitude of the friction coefficient, the amplitude of the exterior forcing, and the frequency difference between the lunar and solar components of the forcing. Such a manifold separates the parameter space...
into two regions: one in which the associated Melnikov function can have (simple) zeroes and one in which it cannot change sign. Together, these manifolds determine seven regions, one in which there are no transversal intersections, and hence no chaotic solutions, and six in which there are six different types of transversal intersections possible. Four of these six types are of a 'mixed' nature, in the sense that the chaotic solutions are 'spread out' along the full framework spanned by the outer and inner homoclinic orbits of the unperturbed limit. By a combination of the information obtained from the three Melnikov functions with geometrical arguments based on the nearly integrable character of the weakly forced system, it is possible to deduce the structure of all stable and unstable manifolds of the saddle point of the Poincaré map (and their intersections) and to construct various horseshoe maps in all six 'chaotic' regions.

4.1. Transversal intersections

The three Melnikov functions \( M_{\text{in}}(T_0) \), \( M_{\text{out}}(T_0) \) and \( M_{\text{mixed}}(T_0) \) define the three critical manifolds, \( C_{\text{int}} \), \( C_{\text{in}} \) and \( C_{\text{mixed}} \) in the \( (\Omega, F, C) \)-parameter space (with \( C > 0 \) and \(-\frac{4}{9}\sqrt{3} < F < 0 \), see Section 3.2). The definition of these manifolds is straightforward: they separate the regions in \( (\Omega, F, C) \)-parameter space where \( M_{\text{in}}(T_0) \), \( M_{\text{out}}(T_0) \), \( M_{\text{mixed}}(T_0) \) can have zeroes, from those where the Melnikov functions do not change sign as a function of \( T_0 \). It follows immediately from the structure of the expressions in (3.15) and (3.18) that the manifolds \( C_{\text{int,in,mixed}} \) can be expressed in terms of a function \( C = C_{\text{int,in,mixed}}(\Omega, F) \), so that \( M_{\text{int,in,mixed}}(T_0) \) has countably many (simple) zeroes as function of \( T_0 \) for \( 0 < C < C_{\text{int,in,mixed}}(\Omega, F) \), and no zeroes for \( C > C_{\text{int,in,mixed}}(\Omega, F) \); \( C_{\text{int,in,mixed}} \) are given by

\[
C = C_{\text{int}}(\Omega, F) = \left\{ \frac{\pi \Omega^2 \sinh k_\pi}{\sinh k_\pi} e^{k_\pi/2} \left( \phi_{\text{out}} - \frac{\tan \phi_{\text{out}}}{3 + \tan \phi_{\text{out}}} \right)^{-1} \right\},
\]

\[
C = C_{\text{in}}(\Omega, F) = \left\{ \frac{\pi \Omega^2 \sinh k_\pi}{\sinh k_\pi} e^{k_\pi} \left( \phi_{\text{in}} + \frac{3 \tan \phi_{\text{in}}}{3 + \tan \phi_{\text{in}}} \right)^{-1} \right\},
\]

\[
C = C_{\text{mixed}}(\Omega, F) = \left\{ \frac{\pi \Omega^2 \sinh k_\pi}{\sinh k_\pi} (1 + e^{\phi_{\text{in}}}) e^{k_\pi/2} \left( \pi - 2 \phi_{\text{in}} + \frac{6 \tan \phi_{\text{in}}}{3 + \tan \phi_{\text{in}}} \right)^{-1} \right\}.
\]

(recall that \( \phi_{\text{in,out}} = \phi_{\text{out,in}}(F) \) (B.6), \( k_\pi = k_{\Omega,\pi}(\Omega, F) \) (B.7)). The manifold \( C_{\text{mixed}} \) is only defined in the region \( (C > C_{\text{int}}) \cup (C > C_{\text{in}}) \) (Section 3.4).

All three manifolds \( C_{\text{int}}, C_{\text{in}} \) and \( C_{\text{mixed}} \) vanish as \( \Omega \to 0 \). In this limit there is no forcing term in (3.12), so that there can be no transversal intersections of stable and unstable manifolds. Note, by (3.2) and (3.5), that \( \Omega = 0 \) corresponds to the periodically forced case (Section 3.2). Similar behavior occurs for tidal frequencies \( \omega \) and \( \omega_{\text{sol}} \) (3.2) that are not both close to the same resonance, i.e. when \( |\Omega| \gg 1 \). This is because the term \( \sinh(\phi_{\text{in}}) \) in the denominators of the expressions in (4.1) dominates all other terms as \( k_\pi = \Omega/2\mu \to k_{\infty} \) (B.7). Thus, we conclude that there can only be non-trivial (i.e. chaotic) behavior in system (3.12) when the frequencies of the 'lunar' and 'solar' components of the external forcing term (3.2) are not identical, and close to resonance.

There are two other relevant limits: \( F \uparrow 0 \) and \( F \downarrow -(4/9)\sqrt{3} \). The limit \( F \uparrow 0 \) corresponds by (B.6) to \( \phi_{\text{out}} \uparrow \pi/2 \) and \( \phi_{\text{in}} \uparrow \pi/2 \). It follows from (B.5) that \( \mu \uparrow 0 \) as \( \phi_{\text{out,in}} \to \pi/2 \), so that, by (B.7), all three manifolds \( C_{\text{int,in,mixed}} \) approach \( (C = 0) \) exponentially fast as \( F \uparrow 0 \), due to the dominating exponential growth of the term \( \sinh(\phi_{\text{in}}) \) in the denominators in (4.1). Hence, also in this limit, all non-trivial behavior vanishes. Note that in the integrable limit system (i.e. \( \delta = \epsilon = 0 \) in (3.12)), the inner and outer homoclinic orbit merge as \( F \uparrow 0 \) (both \( \gamma_{\text{hom}} \) and \( \gamma_{\text{sol}} \) coincide with the degenerate circle of fixed points \( \{X^2 + Y^2 = 1\} \) when \( F = 0 \)). This also implies that \( M_{\text{out}}(T_0) \) and \( M_{\text{in}}(T_0) \) must measure the same splitting distance in this limit, except for a change in sign, since the
local stable manifold segment of $y_{\text{hom}}$ merges with the local unstable manifold segment of $y_{\text{hom}}$ and vice versa. This is confirmed by (3.15): $M_{\text{int, mixed}}(T_0) \to \mp \pi C$ as $F \to 0$. It thus follows that $M_{\text{int,mixed}}(T_0) \to 0$ for $F \to 0$ (3.17).

However, this has no influence on the existence of ‘mixed’ intersections in this limit (due to the exponential decay of $C_{\text{int,mixed}}(\Omega, F)$ (4.1)).

A similar geometrical point of view gives additional insight in the limit $F \to \mp (4/9)\sqrt{7}$ that corresponds to $\phi_{\text{hom}} \to \pi$ and $\phi_{\text{hom}} \to 0$. In the integrable limit, $y_{\text{hom}}$ shrinks to a point as $F \to \mp (4/9)\sqrt{7}$, while $y_{\text{hom}}$ reaches a well-defined limit. Once again we find that the structure of the manifolds $C_{\text{int,mixed}}$ is dominated by the exponential growth of $\sinh(k_0)$ (since again $\mu \to 0$ as $\phi_{\text{hom}} \to \pi, 0$ (B.5)). However, one must be careful in interpreting the behavior of the Melnikov function $M_{\text{int}}(T_0)$ for the shrinking orbit $y_{\text{hom}}$. A leading order asymptotic analysis yields that

$$C_{\text{int}}(\Omega, \phi) = \frac{45\pi G^2}{2\phi^3}e^{-\sqrt{1-(\Omega/2\phi)^2}5\pi(1+O(\phi^2))}$$ for $\phi < \phi_{\text{hom}} \ll 1$. (4.2)

Thus, $C_{\text{int}}(\Omega, \phi)$ indeed decays asymptotically as $\phi \to 0$ for a given fixed value of $\Omega$. However, the exponential decay is not uniform in $\Omega$, the limit of $C_{\text{int}}(\Omega, \phi)$ for $(\Omega, \phi) \to (0, 0)$ does not exist (consider for instance $\Omega = w\phi$ for fixed $w$; $C_{\text{int}}(w\phi, \phi)$ behaves as $1/\phi^3$ for $0 < \phi < 1$ (4.2)). Hence, the manifold $C_{\text{int}}$ has a singularity at $(\Omega, F) = (0, -4(4/9)\sqrt{7})$ and becomes unbounded near this point, see Fig. 5.

Note that the existence of a singularity on $C_{\text{int}}$ also implies that it is possible to have transversal intersections of $W^u_s(P^{(1)}_0)$ and $W^u_s(P^{(2)}_0)$ for arbitrarily large values of the friction parameter $C$, since any $C$ will be below $C_{\text{int}}$ for appropriately chosen values of $\Omega$ and $F$. This is quite a surprising and counter-intuitive result. However, all elements of $W^s_s(P^{(1)}_0)$ and $W^u_s(P^{(2)}_0)$ will be close to the new ‘arbitrarily small’ orbit $y_{\text{hom}}$ and thus to the saddle point $P^{(1)}_0$. Moreover, in order to retain the validity of the approach, it is necessary to assume that $C = O(1)$ with respect to $\delta$. This implies that one has to choose $\delta$ (and thus $\epsilon$) ‘small enough’ when one wants to consider $C$ ‘large’.

Parameter combinations $(\Omega, F, C)$ that are above all three manifolds $C_{\text{int}}, C_{\text{in}}$ and $C_{\text{mixed}}$, i.e. $C > C_{\text{int,mixed}}(\Omega, F)$, correspond to ‘trivial’ flows in (3.12), in the sense that there are no intersections of the stable and unstable manifolds to the saddle point $P^{(1)}_0$ of the Poincaré map $P^{(1)}_0$. The region below the manifolds $C_{\text{int}}, C_{\text{in}}$ and $C_{\text{mixed}}$ can again be divided into six subregions (see Fig. 5):

- **Double chaos**: $C < \min(C_{\text{int}}(\Omega, F), C_{\text{in}}(\Omega, F), C_{\text{mixed}}(\Omega, F))$. In this region both $M_{\text{int}}(T_0)$ and $M_{\text{mixed}}(T_0)$ have (countably many) simple zeroes, so that there are transversal intersections of both $W^s_s(P^{(1)}_0)$ with $W^u_s(P^{(2)}_0)$ and of $W^u_s(P^{(1)}_0)$ with $W^s_s(P^{(2)}_0)$. The manifold $C_{\text{mixed}}$ is not defined in this region (Section 3.4), but, as we shall show in the next section, both $W^u_s(P^{(1)}_0) \cap W^s_s(P^{(2)}_0) \neq \emptyset$ and $W^u_s(P^{(1)}_0) \cap W^s_s(P^{(2)}_0) \neq \emptyset$, see Fig. 7d. This region consists of two components, one on either side of the plane $\Omega = 0$.

- **Inner chaos**: $\max(C_{\text{int}}(\Omega, F), C_{\text{mixed}}(\Omega, F)) < C < C_{\text{int}}(\Omega, F)$. Here only $M_{\text{int}}(T_0)$ has zeroes, so that there can only be transversal intersections of $W^u_s(P^{(1)}_0)$ and $W^u_s(P^{(0)}_0)$. Due to the singular behavior of $C_{\text{int}}$ for $(\Omega, F)$ near $(0, -4(4/9)\sqrt{7})$, this region, again consists of two components, is the largest of the 6 regions, i.e. inner chaos is the most common type of chaos in this system.

- **Outer chaos**: $\max(C_{\text{int}}(\Omega, F), C_{\text{mixed}}(\Omega, F)) < C < C_{\text{mixed}}(\Omega, F)$. This region turns out to be empty: there are no parameter combinations for which only $W^u_s(P^{(1)}_0)$ and $W^u_s(P^{(0)}_0)$, and none of the other combinations, have intersections (see Remark 4.1).

- **Mixed chaos**: $\max(C_{\text{int}}(\Omega, F), C_{\text{mixed}}(\Omega, F)) < C < C_{\text{mixed}}(\Omega, F)$. This region consists of one component with $\Omega > 0$ in this region there are no ‘classical’ intersections, i.e. when one considers either the perturbations of $y_{\text{hom}}$ or those of $y_{\text{hom}}$ separately (as was done in [15,17,26]), one will conclude that there are no ‘non-trivial’ solutions (see Remark 4.1). However, $M_{\text{int}}(T_0)$ has simple zeroes in this region, so that $W^u_s(P^{(1)}_0)$ and $W^u_s(P^{(0)}_0)$ intersect transversally. Like in the classical case [9,25], these intersections can of course be related to a Smale horseshoe map, as we shall see in the next section.
Fig. 5. Intersections of the manifolds $C_{out}$, $C_{in}$ and $C_{mixed}$ with various equally spaced ($F = F_i$) planes, where $F_i = 0.01 - 4(9/7)^i (1 - (1/7)(i - 1)) \in (-4(9/7)^i, 0), i = 1, \ldots, 7$. These manifolds determine the various types of chaos described in this section. Note that the ‘outer chaos’ case does not exist.
• Inner and mixed chaos: $C_{\text{out}}(\Omega, F) < C < \min\{C_{\text{in}}(\Omega, F), C_{\text{mixed}}(\Omega, F)\}$. Here, there are ‘classical’ intersections of $W^u_0(P^\delta)$ and $W^s_0(P^\delta)$, while $M_{\text{out}}(T_0) \neq \emptyset$ for all $T_0$, so that $M_{\text{mixed}}(T_0)$ can be constructed; $M_{\text{mixed}}(T_0)$ also has zeroes, which implies that $W^u_0(P^\delta)$ also intersects $W^s_{\text{out}}(P^\delta)$ transversally (see Fig. 7c). This region consists of two components, one on either side of the plane $\{\Omega = 0\}$.

• Outer and mixed chaos: $C_{\text{out}}(\Omega, F) < C < \min\{C_{\text{in}}(\Omega, F), C_{\text{mixed}}(\Omega, F)\}$. This region consists of one component with $\Omega > 0$ that is close, but just below, the ‘mixed chaos’ component. There are classical, outer transversal intersections and mixed intersections of $W^u_{\text{out}}(P^\delta)$ and $W^s_{\text{out}}(P^\delta)$.

Remark 4.1. The fact that a quasi-periodic forcing term with two ‘nearby’ frequencies can create chaotic behavior of the small amplitude solutions of a weakly forced nonlinear oscillator was already noted in [15,26]. However, in these papers no attention has been paid to the possibility of mixed intersections, or to the construction of a mixed Melnikov function. As a consequence, neither of the ‘mixed’ types of chaos have been discussed in these papers. Therefore, the existence of the ‘mixed chaos’ region is of particular interest, since in this region in parameter space there is chaotic behavior, while the ‘classical’ Melnikov functions do not change sign. Furthermore, the ‘mixed’ Melnikov analysis also shows that it is not possible to have ‘classical’ ‘outer chaos’ without mixed intersections.

4.2. The structure of $W^{u, s}_{\text{out, in}}(P^\delta)$ and the construction of horseshoe maps

Since the Poincaré map $P^\delta_0$ is based on the weakly perturbed integrable flow generated by (3,12), it is possible to obtain a geometric, qualitative insight in the structure of the manifolds $W^u_{\text{out}}(P^\delta)$, $W^s_{\text{out}}(P^\delta)$, $W^u_{\text{in}}(P^\delta)$, and $W^s_{\text{in}}(P^\delta)$ in all different cases distinguished in the previous section. Based on the behavior of the three Melnikov functions and some fundamental properties of homoclinic tangles, it is possible to sketch a qualitative picture of the stable and unstable manifolds. The following three properties are especially useful (see [9,25]):

• Once two manifolds intersect in a so-called ‘pip’, a ‘primary intersection point’ (see [20,25] and Remark 4.2), they must intersect in countably infinitely many pips. Adjacent pips form an ordered sequence along the manifolds.

• Near the saddle point the amplitude of the ‘lobes’ ([20,25] and Remark 4.2) increases. This is a consequence of the fact that the pips accumulate on the saddle point $P^\delta_0$, while the area of a lobe is, at leading order, conserved (the map $P^\delta_0$ is also almost Hamiltonian and thus almost area-preserving, where ‘almost’ means: up to $O(h)$ perturbations).

• The map $P^\delta_0$ maps a pair of two adjoining lobes to the next adjoining pair of lobes. Thus, also intersections of lobes are mapped to intersections of lobes (i.e. if two lobes intersect, their images and pre-images must also intersect).

The structure of the manifolds $W^{u, s}_{\text{out, in}}(P^\delta)$ can now be obtained for all cases by a strict application of the above properties. In combination with the structure of the leading order, integrable flow: See Fig. 6 for the ‘classical’ ‘inner chaos’ case and Fig. 7 for the four ‘mixed’ cases.

Note in particular, that it now follows that there must also be ‘mixed’ intersections in the ‘double chaos’ case, i.e. in this case $W^{u, s}_{\text{out}}(P^\delta) \cap W^{u, s}_{\text{in}}(P^\delta) \neq \emptyset$, but also $W^{u, s}_{\text{out}}(P^\delta) \cap W^{u, s}_{\text{in}}(P^\delta) \neq \emptyset$ (see Fig. 7d). To see this, we consider the lobes formed by $W^u_{\text{out}}(P^\delta)$ and $W^s_{\text{out}}(P^\delta)$, near $P^\delta_0$ (these exist, since $M_{\text{out}}(T_0)$ has zeroes). These lobes become longer and thinner the closer the pips approach $P^\delta_0$, and are ‘folded’ along the two branches of the stable manifold of $W^u_{\text{in}}(P^\delta)$, $W^s_{\text{in}}(P^\delta)$ and $W^s_{\text{out}}(P^\delta)$. Since $M_{\text{out}}(T_0)$ also has zeroes, there will also be lobes formed by $W^u_{\text{out}}(P^\delta)$ and $W^s_{\text{out}}(P^\delta)$ near $P^\delta_0$. These lobes will be folded along $W^s_{\text{in}}(P^\delta)$ and $W^s_{\text{out}}(P^\delta)$. The lobes ‘inside’, i.e. those that accumulate on $W^u_{\text{in}}(P^\delta)$ will form the ‘standard’ homoclinic tangle with the lobes of $W^u_{\text{out}}(P^\delta)$ and $W^s_{\text{out}}(P^\delta)$. The lobes ‘outside’, i.e. those that accumulate on $W^s_{\text{out}}(P^\delta)$ will have countably many
Fig. 6. A sketch of the stable and unstable manifolds to $P^{(0)}_{\delta}$ in the 'inner chaos' case. The 'color coding' of the manifolds is the same as in Fig. 4.

Fig. 7. The sketches of (the intersections of) the stable and unstable manifolds for the four 'mixed' types: (a) mixed chaos; (b) outer and mixed chaos; (c) inner and mixed chaos; (d) double chaos. The 'color coding' of the manifolds is the same as in Fig. 4.
intersections with the ‘inside’ lobes of \(W^s_{\text{max}}(P^k_0)\) and \(W^u_{\text{loc-max}}(P^k_0)\), i.e. those lobes that accumulate on \(W^s_{\text{max}}(P^k_0)\), near \(P^k_0\), since \(W^s_{\text{max}}(P^k_0)\) and \(W^u_{\text{loc-max}}(P^k_0)\) both originate from, or limit on, \(P^k_0\). Hence, there are countably many intersections of \(W^s_{\text{max}}(P^k_0)\) and \(W^u_{\text{loc-max}}(P^k_0)\). Likewise, it follows that \(W^s_{\text{max}}(P^k_0)\) and \(W^u_{\text{loc-max}}(P^k_0)\) also have countably many intersections (Fig. 7d).

Transversal intersections of stable and unstable manifolds imply that certain \(N\)th iterates of the map \(P^k\) must have an invariant hyperbolic Cantor set \(\Lambda\). Restricted to \(\Lambda\), the iterated map \((P^k)^N\) is topologically equivalent to a shift map on a finite number of symbols. This is in essence the statement of the Smale–Birkhoff theorem [9,25].

The key ingredient to the proof of the Smale–Birkhoff theorem is the construction of a horseshoe map from a map that has a hyperbolic fixed point \(p\) (here \(P^k_0\)) with stable and unstable manifolds that intersect transversally in a point \(q\) (here: a zero of either \(M_{\text{out}}(T_0)\), \(M_{\text{in}}(T_0)\) or \(M_{\text{mixed}}(T_0)\)).

In the cases that only one of the Melnikov functions has zeroes, i.e. the ‘inner chaos’ and the ‘mixed chaos’ case (recall that only ‘outer chaos’ does not exist), the construction of the horseshoe map is identical to that in the standard case. In order to explain the difference between these two standard cases and the other three more complex cases (‘mixed and outer chaos’, ‘mixed and inner chaos’ and ‘double chaos’) we give a rough sketch of the construction of a horseshoe map, and the associated intersections of the stable and unstable manifolds, for the most common type, the ‘inner chaos’ (Fig. 6).

Assume that \(q \in W^s_{\text{max}}(P^k_0) \cap W^u_{\text{loc-max}}(P^k_0)\) and that \(q\) is a pip. Consider a quadrangle \(V \subset D_p\) with \(P^k_0 \in V\), such that \(\partial V = \partial V^m \cup \partial V^u\) with \(\partial V^m \cap \partial V^u \in \partial V\). The map \((P^k)^N\) will stretch \(V\) in the direction of the unstable manifolds, and squeeze \(V\) in the direction of the stable manifolds. Thus, \(\partial V^m\) is mapped by \((P^k)^N\) towards \(q\) along \(W^s_{\text{max}}(P^k_0)\) and \(\partial V^u\) is mapped by the inverse, \((P^k)^{−1}\), towards \(q\) along \(W^u_{\text{loc-max}}(P^k_0)\). We define \(k\) and \(\ell\) as the minimal numbers such that \(q \in (P^k)^{k}(V)\) and \(q \in (P^k)^{−\ell}(V)\). Now, the map \((P^k)^N\), with \(N = k + \ell\), acts as the classical horseshoe map on the region \(V_{\text{loc}} = (P^k)^{−\ell}(V)\). \((P^k)^{\ell}\) stretches, squeezes and bends \(V\) so that \((P^k)^N\)(\(V_{\text{loc}}\)) \(\cap \|V_{\text{loc}}\| \subset (P^k)^{k}(V)\). The map \((P^k)^N\) consists of two ‘strips’, one containing \(P^k_0\), the other \(q\) (see [9,25] for all details of this construction).

The region \(V\) is stretched by \((P^k)^N\) along both \(W^s_{\text{max}}(P^k_0)\) and \(W^u_{\text{loc-max}}(P^k_0)\), but the standard horseshoe construction does not pay attention to the ‘outer’ parts of \((P^k)^{\ell}((V)) = (P^k)^{\ell}(V_{\text{loc}})\) (that has \((P^k)^{\ell}(\partial V^m)\) as ‘tip’). Likewise, the outer part of \(V_{\text{loc}}\), that has \((P^k)^{−\ell}(\partial V^u)\) as ‘tip’, has also not been considered. This was of course not necessary, since it is assumed that there are no other intersections than those of the inner stable and unstable manifolds: the ‘outer’ parts of \(V_{\text{loc}}\) and \((P^k)^{\ell}(V_{\text{loc}})\) are irrelevant to the dynamics in this case.

This changes drastically in the ‘outer and mixed chaos’, ‘inner and mixed chaos’ and ‘double chaos’ cases. In Fig. 8 we have sketched a construction of a horseshoe map for the ‘outer and mixed chaos’ case. The main difference with the above standard case is that here both stable manifolds have intersections with the unstable outer manifold. Thus, we can now ‘tune’ the region \(V\) and \(k, \ell\) such that \((P^k)^N(V_{\text{loc}}) \cap V_{\text{loc}} = (P^k)^{\ell}(V) \cap (P^k)^{−\ell}(V)\) for instance consists of three strips. It follows that the map \((P^k)^N\) defines an invariant hyperbolic set \(\Lambda\) on \(V\) on which \((P^k)^N\) is equivalent to a shift on 3 symbols (the details of this statement can be checked by the standard theory presented in [9,25]).

Of course the fact that \((P^k)^N\) is equivalent to a shift on 3 symbols, instead of the classical example of the horseshoe map that is equivalent to a shift on 2 symbols, is not special: the classical horseshoe construction sketched above (for the ‘inner chaos’ case), can be modified so that it yields a horseshoe map that is equivalent (on an invariant set \(A\)) to a shift on \(n\) symbols, for any \(n \geq 2\) (this can be achieved by stretching \(V_{\text{loc}}\) further along \(W^s_{\text{max}}(P^k_0)\), so that \(V_{\text{loc}} \cup W^s_{\text{max}}(P^k_0)\) consists of more than two components). However, in the ‘inner chaos’ case, periodic and/or chaotic points of the map \((P^k)^N\) (see Remark 4.3) can only be found in an \(O(\sqrt{n})\) neighborhood of the unperturbed inner homoclinic orbit \(p_{\text{hom}}\) (note that the \(O(\sqrt{n})\) estimate comes from the behavior of \((P^k)^N\) near the saddle point \(P^k_0\)). It follows from the construction of the horseshoe map for the ‘outer and mixed chaos’ case (Fig. 7b and Fig. 8) that
Fig. 8. A construction of a horseshoe map for the ‘outer and mixed chaos’ case. The second map can be obtained from the first by a topological deformation.

Remark 4.2. The ‘pip’ and ‘lobe’ terminology is based on [20], see also [25]. Let $p$ be a saddle point of a planar map $P_T$, with stable/unstable manifolds $W^s(p), W^u(p)$. Let $q \in W^s(p) \cap W^u(p)$ and let $S[p,q]$, respectively $U[p,q]$, denote the segment of $W^s(p)$, respectively. $W^u(p)$, from $p$ to $q$ (including $p$ and $q$); $q$ is called a primary intersection point, a ‘pip’, if $S[p,q] \cap U[p,q] = \{p \cup q\}$. Let $q_1$ and $q_2$ be two adjacent pips, i.e. there are no other pips on the segments $S[q_1,q_2] \subset W^s(p)$ and $U[q_1,q_2] \subset W^u(p)$. The region bounded by $S[q_1,q_2]$ and $U[q_1,q_2]$ is called a lobe.

Remark 4.3. A chaotic point of the map $P_T^N$ corresponds to an element $\rho$ of the invariant (Cantor) set $\Lambda$ of a map $(P_T^N)_N$ (for a certain $N$) by a horseshoe map construction as sketched above. On $\Lambda$, $(P_T^N)_N$ is equivalent to a shift map on the space of bi-infinite sequences of $n$ symbols (for a certain $n$). The fact that $\rho$ is chaotic implies that $\rho$ corresponds to a ‘random’ (bi-infinite) sequence [9,25].

5. Discussion

We have shown that the tidal elevation within an almost-enclosed short basin that is connected to a sea by a narrow strait may respond chaotically to the forcing of an exterior tide with lunar and solar components. We have focused on the role played by the geometry of the basin and the interactions between the nonlinearities induced by the geometry and the special structure of the quasi-periodic forcing term. We have established that this interaction generates various essentially different types of chaotic behavior.

There are many reports in the literature of ‘irregular’ tidal oscillations [3,7,10,14]; in [6,24] the ‘irregularity’ is measured by analyzing time series of observations and determining an estimate of the (embedding) dimension of the data. These observations, however, do not necessarily imply that the ‘irregularity’ of the tidal oscillations are due to nonlinearity associated with the geometry of the basin, i.e. the mechanism studied in this paper. Nevertheless,
our study implies that almost-enclosed basins in the coastal zone may respond chaotically to forcing by a combination of semi-diurnal solar and lunar tides, when both are close to resonance. This may express itself through spectral peak-broadening, noisiness of tidal ‘constants’ (amplitudes and phases of astronomically determined tidal frequencies), and irregular subsequent elevation extrema [6,17,24]. A related mechanism may be operating when not the tide itself, but one of the higher order modes is in resonance with the basin. Such a situation may appear in fjords, that typically have Helmholtz periods of a couple of minutes to an hour [11]. For this situation a modulation equation can be derived that is remarkably similar to (3.8) [17]. This equation can be studied and classified by the same (mixed) Melnikov functions in combination with the geometric approach of Section 4. In a case like this, the chaotic response manifests itself by secondary elevation changes [10] and may actually be amplified in the accompanying current field [7,17].

It should be remarked that the model (1.1) studied in this paper is overly simplified. The derivation (1.1) is based on several assumptions that can be considered to be unrealistic in many natural basins [16]. For instance, many basins cannot be considered to be connected to the sea by a narrow strait. The model also neglects the nonlinear character of the flow through the channel. From a physical point of view, the assumption of weak friction employed in the model is particularly questionable. On the other hand, it is quite interesting in this respect that ‘inner chaos’ can, for idealized cases, be reached for arbitrarily large values of the friction parameter (Section 4.1 and Fig. 5). In work in progress [23] the tidal dynamics of half-open bays is studied. Here, modulation equations like (3.8), i.e. equations that may exhibit chaotic behavior, are obtained directly from the full hydrodynamic equations that govern the flow in such a basin. This implies that the analysis of this paper is also relevant in this much more realistic and general context.

Moreover, we note that on longer than fortnightly time scales, slow modulation of environmental conditions (such as mean sea level, tidal forcing amplitudes, basin shape) may bring a basin into or out of resonance. This may provoke relatively drastic shifts in the basin’s response to the tidal forcing. This phenomenon can be accounted for by the theory developed here, and in [16,17]: the parameters in (3.8) will change under these environmental conditions and the drastic shifts will be triggered by bifurcations, for instance of saddle node type, in (3.8) (see [16,17] for more details). Therefore, the ideas of nonlinear tidal dynamics developed in [16,17] and this paper may be relevant to explain certain changes in sedimentation records [18].

There are also some important mathematical issues we did not discuss in this paper. First of all, there is the problem of the existence of chaotic attractors. We have only shown the existence of chaotic solutions, but, these solutions cannot be stable, due to the stretch and squeeze character of their construction. This is, of course, a fundamental issue and is not special for the Helmholtz oscillator. It was found in [17] by numerical simulations that there are chaotic attractors, both in the averaged system and the underlying system (1.1), when δ is increased to values that can no longer be considered to be asymptotically small. This behavior is typical for forced nonlinear oscillators [9,25].

Another important fundamental problem we did not yet touch upon is the implication of the existence of chaotic solutions in the averaged system for the underlying system (1.1). A priori one can only conclude that there are solutions to (1.1) that are close to a chaotic solution of the averaged system for a very long time (of $O(1/\varepsilon^2)$). A chaotic solution is related to a full, bi-infinite sequence of $N$ symbols by the horseshoe construction. The bounded validity of the averaging method only enables us to follow a chaotic solution over a bounded part of this sequence. To our knowledge, there are no general persistence results for chaotic solutions of an averaged system as chaotic solutions to the original system. This issue lies beyond the scope of this paper and will be considered in detail in [4].

Finally, we note that the approach developed in this paper, and in particular the construction and evaluation of the mixed Melnikov function, can also be used to study general nonlinear oscillators with similar ‘almost resonant’ quasi-periodic forcing terms (see also [15,26,27]). In the case of small amplitude oscillations, the only ‘essential information’ on the oscillator is $T_2$, the leading order quantity that describes the nonlinear character of the period of the periodic orbits of the nonlinear oscillator near the center point (2.8). This quantity can, of course, be determined for any nonlinear oscillator. Furthermore, the method can also be used to study more general resonances than just
the 1:1 case. In these cases, the averaged system will again have the character of a periodically forced integrable system. However, the integrable system for the higher resonances will have more than ‘just’ two homoclinic orbits [15]. For instance, there are two saddle points connected by four heteroclinic orbits in the 1:2 resonance. All orbits will ‘break up’ due to the periodic forcing term. The associated ‘gaps’ between the stable and unstable manifolds can again be measured by Melnikov functions, although one will need more than ‘just’ two ‘classical’ and one ‘mixed’ Melnikov function as we found in the 1 : 1 case. As a consequence, there will also be more than the six different types of chaos/transversal intersections determined in this paper.
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Appendix A. Explicit expressions for the unperturbed homoclinic orbits

By (3.8) and (3.9) we see that

\[ S' = FY, \quad 2FX = S^2 - 4H_{\text{hom}}, \]

on the homoclinic level set \( 3(X, Y) = H_{\text{hom}} \) (recall that \( S = (X^2 + Y^2) - 1 \)). Thus, \( X \) and \( Y \) can be removed from the differential equation for \( S \)

\[ S' = \pm \sqrt{F^2(S + 1) - \frac{1}{4}(S^2 - 4H_{\text{hom}})^2} = \pm \frac{1}{4}(S - S_0)\sqrt{(S - S_0)(S_+ - S)}, \]

where \( S_+ > S > S_- \) and

\[ S_+ = X_0^2 - 1 < 0, \quad S_- = -S_0 \pm \sqrt{-2F^2 \over S_+}, \quad H_{\text{hom}} = -\frac{3}{4}S_+^2 - S_0. \]

This equation can be brought into the form \( \tilde{s}' = \pm \) the product of two linear terms in \( \tilde{s} \) by introducing \( \tilde{s}(T) = \pm (S(T) - S_0) \) (where the outer orbit corresponds with the + and the inner with the −). The equation for \( S \) can be transformed into \( \tilde{s}' = \mp \mu \) by setting \( \tilde{s}(T) = (1 + \tilde{s}(T)^2) \) a suitably chosen constant. This equation has two solutions of exponential growth (as \( T \to \pm \infty \)): \( \tilde{s}(T) = \pm \tilde{s}_0 \sinh(\mu T) \). These solutions correspond to the homoclinic solutions of (A.2) as given in (3.11). It follows from a straightforward analysis that

\[ A_s = \left( \frac{S_+ - S_-}{S_+} \right) \geq 0, \quad a_s = \left( \frac{S_+ + S_-}{S_+} \right) \in (0, 1), \quad \mu = \frac{1}{4} \sqrt{(S_+ - S_-)(S_+ - S_0)}. \]

Note that both orbits are biasymptotic to \( S_0 \) and that \( \tilde{s}_{\text{out}}(0) = S_+, \tilde{s}_{\text{in}}(0) = S_- \).

Appendix B. Computing \( \mathcal{M}_{\text{out}}(T_0) \) and \( \mathcal{M}_{\text{in}}(T_0) \)

We again introduce \( S_0(T) = (X_0(T)^2 + Y_0(T)^2) - 1 \) and rewrite (3.14) by (3.12) and (A.1) as

\[ \mathcal{M}_{\text{out,in}}(T_0) = -\frac{C}{\pi} \int_{-\infty}^{\infty} (S_0^2 + 4S_0 + 4H_{\text{hom}}) dT + \frac{1}{3} \int_{-\infty}^{\infty} \left( S_{\text{out,in}}' \right)^2 \sin (\Omega(T + T_0)) dT \]

\[ -\frac{1}{2} \int_{-\infty}^{\infty} S_{\text{out,in}}' \cos (\Omega(T + T_0)) dT. \]
By expanding the \( \cos(\Omega(T + T_0)) \) and \( \sin(\Omega(T + T_0)) \) terms, and defining

\[
J_n(\Omega) = \int_{-\infty}^{\infty} (S_0(T) - S_{ss})^n \cos \Omega T \, dT
\tag{B.2}
\]

for \( n = 1, 2 \), we can reduce (B.1) to

\[
M_{out,in}(T_0) = -C_8 \left[ (4 + 6S_{ss})J_1(0) + 3J_2(0) \right] - \frac{\Omega^4}{4} \left[ 2(S_{ss} + \Omega)J_1(\Omega) + J_2(\Omega) \right] \cos(\Omega T_0).
\tag{B.3}
\]

Note that all integrals involving \( \sin(\Omega T) \) average out since \( S_{ss} \) is an even function of \( T \) (3.11). The \( J_n(\Omega) \) integrals can be evaluated by expressing them in terms of

\[
I(a, k) = \int_0^\infty \cos kx \, dx = \pi \frac{\sinh k\phi}{\sinh k\pi},
\tag{B.4}
\]

where \( a = \cos \phi \in [-1, 1] \) (this identity can be obtained by contour integration, see also [21]). At this stage we have to distinguish between the outer and the inner case. Based on (3.11) and (A.4) we define \( \phi_{out,in} = \phi_{out,in}(F) \) as in (3.16). Thus, by (A.3) and (A.4)

\[
S_{ss} = -\frac{2}{3} \tan 2\phi_{out,in}, \quad \mu = \mp \tan \phi_{out,in} \quad A_s = 4\mu \sqrt{1 - \cos^2 \phi_{out,in}}.
\tag{B.5}
\]

Note that this also implies that

\[
F = \frac{4\cos^2 \phi_{out,in}}{(1 + 2\cos \phi_{out,in})^{3/2}}.
\tag{B.6}
\]

Next, we introduce

\[
k_s = k_s(\Omega, F) = \frac{\Omega}{2\mu}.
\tag{B.7}
\]

Like \( \mu, k_s \) has the same value in the outer and the inner case (A.4). We thus find, for the outer case by (B.2), (B.4), (B.5) and (B.7)

\[
J_1(\Omega) = 4\mu \sqrt{1 - a_s^2} \lambda_{out}(a_s, k_s) = 4\mu \frac{\sinh k_s\phi_{out,in}}{\sinh k_s\pi},
\]

\[
J_2(\Omega) = -16\mu(1 - a_s^2) \lambda_{out}(a_s, k_s) = 16\mu \frac{\sinh k_s\phi_{out,in}}{\sinh k_s\pi} \left( \frac{k_s}{\tanh k_s\phi_{out,in}} - \frac{1}{\tan k_s\phi_{out,in}} \right).
\tag{B.8}
\]

Note that the limits \( \Omega \to 0 \) and \( k_s \to 0 \) are both well-defined. The computations for the inner case are in essence the same. The expressions given in (3.15) now follow from (B.3), (B.5) and (B.8).
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