
M. Ebrahim Aharpour

Diagonalization and Maximal Torus Reduction

Master thesis, defended on June 27, 2008

Thesis advisor: Dr. M. Lübke
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Introduction

Any Hermitian matrix H can be diagonalized by unitary matrices, i.e. there exists a unitary
matrix A, such that AHA−1 is a diagonal matrix with real entries on its main diagonal.
Now one can ask themselves the following question. Can any family of Hermitian matrices
parametrized by a differentiable manifold be simultaneously diagonalized? That is, given
a differentiable manifold M and a differentiable map f : M → Herm(n,C), is there any
differentiable map g : M → U(n,C), such that g(p)f(p)(g(p))−1 is a diagonal matrix for
every p ∈M? The following example answers this question. Let S1 be the unit circle and

f : S1 → Herm(2,C),

be the map sending (cosϕ, sinϕ) ∈ S1 to(
cos(ϕ

4 ) sin(ϕ
4 )

− sin(ϕ
4 ) cos(ϕ

4 )

)(
2 + sin(ϕ

2 ) 0
0 2 + sin(ϕ

2 + π)

)(
cos(ϕ

4 ) − sin(ϕ
4 )

sin(ϕ
4 ) cos(ϕ

4 )

)
.

Define
g∗ : (a, 2π + a)→ U(2,C),

ϕ 7→
(

cos(ϕ
4 ) − sin(ϕ

4 )
sin(ϕ

4 ) cos(ϕ
4 )

)
and define h : (a, 2π + a) → S1 \ {(cos(a), sin(a))}, ϕ 7→ (cos(ϕ), sin(ϕ)). Let g : S1 \
{(cos(a), sin(a))} → U(n,C) be defined by g∗ ◦ h−1. Then it is clear from the definition of f
that g(p)f(p)(g(p))−1 is a diagonal matrix for every p ∈ S1. So f is locally diagonalizable, i.e.
for every p ∈M there exists a neighborhood U such that f |U is simultaneously diagonalizable.
Note that f is not simultaneously diagonalizable on the whole S1. To observe this let us
assume the contrary. Let

g : S1 → U(n,C),

(cosϕ, sinϕ) 7→
(
a11(ϕ) a12(ϕ)
a21(ϕ) a22(ϕ)

)
be a smooth map such that g(p)f(p)(g(p))−1 is a diagonal matrix for every p ∈M . Note that
the only possible diagonalizations for f(p) are(

2 + sin(ϕ
2 ) 0

0 2 + sin(ϕ
2 + π)

)
and

(
2 + sin(ϕ

2 + π) 0
0 2 + sin(ϕ

2 )

)
.

Since both f and g are smooth maps, g(p)f(p)(g(p))−1 varies smoothly with p. So it should
be constantly equal to either(

2 + sin(ϕ
2 ) 0

0 2 + sin(ϕ
2 + π)

)
or
(

2 + sin(ϕ
2 + π) 0

0 2 + sin(ϕ
2 )

)
.

Without loss of generality we can assume that g(p)f(p)(g(p))−1 is equal to(
2 + sin(ϕ

2 ) 0
0 2 + sin(ϕ

2 + π)

)
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for every p ∈ S1. Since eigenspaces of the eigenvalues 2 + sin(ϕ
2 ) and 2 + sin(ϕ

2 + π) are
one-dimensional and columns of a unitary matrix are orthonormal to each other, we have(

a11

a12

)
= eλ1(ϕ)

(
cos(ϕ

4 )
sin(ϕ

4 )

)
and

(
a21

a22

)
= eλ2(ϕ)

(
− sin(ϕ

4 )
cos(ϕ

4 )

)
for any φ ∈ (0, 2π). Here λi : (0, 2π)→ R is a smooth map for every i ∈ {1, 2}. Since

lim
ϕ→0+

eλ1(ϕ)

(
cos(ϕ

4 )
sin(ϕ

4 )

)
= e(limϕ→0+ λ1(ϕ))

(
0
1

)
and

lim
ϕ→2π−

eλ1(ϕ)

(
cos(ϕ

4 )
sin(ϕ

4 )

)
= e(limϕ→2π− λ1(ϕ))

(
1
0

)
,

there is a contradiction. Thus f is not diagonalizable on S1.
The above example motivates a new question. Is any family of Hermitian matrices parametrized
by a smooth manifold locally diagonalizable? Our answer to this question is again negative.
We illustrate this with an example.
Let F : R2 → Herm(2,C) be the map defined by (r cosϕ, r sinϕ) 7→ r2f(cosϕ, sinϕ). Here f
is the map we defined earlier. One can show with exactly the same argument as above that
the restriction of F to any arbitrary circle centered at the origin is not diagonalizable. So
F is not locally diagonalizable because every open neiborhood of the origin contains a circle
around the origin. Do note that F |R2\{(0,0)} is locally diagonalizable. Now, we modify our
question for the last time and ask ourselves the following. Let f : M → Herm(n,C) be a
family of Hermitian matrices parametrized by a smooth manifold M . Is there any open dense
subset U ⊂M such that f |U is locally diagonalizable? We will give a positive answer to this
question in Chapter 1 Proposition 1.5.9. In fact Proposition 1.5.9 has a much stronger state-
ment than this. It says that for any vector bundle π : E →M and any Hermitian morphism
f ∈ Herm+(E), there exists an open dense subset W such that f can locally be diagonalized
on W . This Proposition in fact endows us with a powerful tool for doing computations on
Hermitian morphisms on a vector bundle. We illustrate the value of this Proposition with
an example. Since connections behave like differentials in some aspect one may naively think
that DE(log f) is equal to f−1 ◦ DE(f). But, as we will see, Proposition 1.5.9 implies that
this is not true.
In Chapter 2 we continue with principal fiber bundles and representations of Lie groups. Fi-
nally we prove the main theorem (Theorem 2.9.5). Let P be a principal fiber bundle with
K a connected compact Lie group as its fiber, T be a fixed maximal torus in K and C be a
fixed closed Weyl chamber in t. Then for any f ∈ Γ(ad(P )) there exists an open dense subset
W ⊂ B such that for any x ∈W there exists an open face of the closed Weyl chamber C, de-
noted by cx, an open neighborhood of x in W , denoted by Ux, and a T -reduction Πx ⊂ P |Ux

of the restriction P |Ux such that the restriction of f |Ux to Πx can be given by a smooth map

λ ∈ C∞(Ux, cx) ⊂ C∞(Ux, t) = Γ(ad(Πx)).

At first sight they may seem unrelated, but we will prove at the end of Chapter 2 that
Proposition 1.5.9 can be deduced from Theorem 2.9.5. Proposition 1.5.9 and Theorem 2.9.5
are from the books [LT1] and [LT2] respectively. The proofs have been expanded in more
detail and some mistakes in the original proof given in [LT1] and [LT2] are corrected.
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1 Diagonalization

1.1 Vector bundles

Definition 1.1.1 Let E,F and M be manifolds, and π : E →M be a differentiable map such
that it satisfies the condition of local triviality, i.e. there exists a cover {Ui : i ∈ I} for M
and diffeomorphisms

θi : π−1(Ui)→ Ui × F,

such that p1 ◦ θi = π |π−1(Ui) where p1 : Ui × F → Ui is the projection on the first component.
Then π : E → M is called a fiber bundle over M with typical fiber F . The set {θi :
π−1(Ui) → Ui × F} is called local trivializations for π : E → M , and the map π is called
the projection of the fiber bundle. A trivial bundle is a fiber bundle which admits a global
trivialization

θ : E →M × F.

A homomorphism between two fiber bundles πE : E → M and πF : F → N consists of
two differentiable maps f : E → F and f ′ : M → N such that f ′ ◦ πE = πF ◦ f. If M = N ,
f ′ : M → M is the identity map and f a diffeomorphism, then f is called an isomorphism
between the fiber bundles πE : E →M and πF : F →M.
A section of a fiber bundle π : E → M is a differentiable map σ : M → E such that
π ◦ σ = idM , i.e. σ(p) ∈ Ep for every p ∈M, where Ep is π−1(p), which is called the fiber of
E over the point p. We denote the set of all section of a fiber bundle π : E →M by Γ(E).

Definition 1.1.2 A fiber bundle π : E → M with typical fiber Rn, and local trivializations
θi : π−1(Ui)→ Ui × Rn such that for all i, j ∈ I and all p ∈ Uij the map

Rn '→ {p} × Rn
θi◦θ−1

j |{p}×Rn

−→ {p} × Rn '→ Rn

is linear, is called a (real) vector bundle of rank n, where Rn ' {p} × Rn is defined by
v 7→ (p, v).

Note that we can endow Ep with a linear structure by requiring the map

θip : Ep
θi|Ep−→ {p} × Rn '→ Rn

to be an isomorphism of vector spaces for some i ∈ I with p ∈ Ui. It is well-defined because
if j ∈ I be another element of I with p ∈ Uj then

θj |Ep= θi |Ep ◦(θj ◦ θ−1
i |{p}×Rn),

and since θj ◦ θ−1
i |{p}×Rn is a linear isomorphism the induced linear structures by θj and θi

are the same.
If E is a vector bundle, Γ(E) has a natural vector space structure by addition and scalar
multiplication defined on each fiber. Note that every vector bundle π : E → M has a zero
section σ : M → E, p 7→ 0 ∈ Ep, which is the zero vector of the vector space Γ(E).

Definition 1.1.3 A complex vector bundle is a vector bundle π : E →M whose fiber bundle
π−1(x) is a complex vector space. It is not necessarily a complex manifold.
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Definition 1.1.4 Let π : E →M be a vector bundle of rank n, and U ⊂M be an open subset.
Then we define a local frame over U to be a tuple s = (s1, . . . , sn), where si ∈ Γ(E |U ), for
every i ∈ {1, . . . , n}, such that (s1(x), . . . , sn(x)) is a basis for Ex for every x ∈ U .

Definition 1.1.5 A vector bundle homomorphism between two vector bundles πE : E →
M and πF : F →M over the same base manifold M is a differentiable map f : E → F such
that πF ◦ f = πE and f |Ep : Ep → Fp is linear. If f : E → F is a diffeomorphism then f is
called an isomorphism. We denote the set of all vector bundle homomorphisms E → F by
Hom(E,F )

Lemma 1.1.6 Let πE : E → M and πF : F → M be vector bundles and f : E → F be
a vector bundle homomorphism such that f |Ep : Ep → Fp is a linear isomorphism for every
p ∈M , then f is a vector bundle isomorphism.

For its proof see [Hu].

Let π : E →M be a vector bundle and θi : π−1(Ui)→ Ui × Rn be a local trivialization for it
with respect to a cover {Ui : i ∈ I}. Then we define the transition functions of the vector
bundle π : E → M with respect to the cover {Ui : i ∈ I}, to be {θij : Ui → GL(n,R)} where
Uij = Ui∩Uj and θij maps p ∈ Uij to the matrix of the linear isomorphism θip◦θ−1

jp : Rn → Rn.
Note that they are smooth and that they satisfy the cocycle condition

θijθjk = θik

where multiplication is in GL(n,R).

Proposition 1.1.7 Let πE : E → M and πF : F → M be two vector bundles over the same
manifold M and {θE

i : π−1
E (Ui)→ Ui × Rn : i ∈ I}, {θF

i : π−1
F (Ui)→ Ui × Rm : i ∈ I} be local

trivializations of E and F respectively with respect to the open cover {Ui : i ∈ I}. Then any
set of smooth maps {fi : Ui → M(n×m) : i ∈ I} which satisfies θF

ijfj = fiθ
E
ij on Uij, induces

a homomorphism f : E → F such that θF
i ◦ f |π−1

E (Ui)
◦(θE

i )−1(p, v) = (p, fiv).

Proof. For every v ∈ E, choose i ∈ I with p = π(v) ∈ Ui., and define f(v) := (θF
ip)
(
fi(p)(θE

ip(v))
)
.

It is well-defined since for another j ∈ I such that p = π(v) ∈ Uj . we have

f(v) : = (θF
jp)
(
fj(p)(θE

jp(v))
)

= (θF
jp)
(
(θF

ji)
−1fi(p)θE

ij(θ
E
jp(v))

)
= (θF

ip)
(
fi(p)(θE

ip(v))
)
.

to see that f is differentiable one need just to note that each trivialization constitutes an atlas
for the vector bundle. Therefore it suffices to show, θF

i ◦ f |π−1
E (Ui)

◦(θE
i )−1 is differentiable

for every i ∈ I. But it is easy to see that θF
i ◦ f |π−1

E (Ui)
◦(θE

i )−1(p, v) = (p, fiv). Thus f is
differentiable.

Remark 1.1.8 In the above Proposition, if E and F both have the same rank n and the
image of the maps {fi : Ui → M(n × n) : i ∈ I} lie in GL(n,R), then the maps {f−1

i :
Ui → GL(n,R) : i ∈ I} satisfy θE

ijf
−1
j = f−1

i θF
ij on Uij . So they induce a vector bundle

homomorphism f ′ : F → E. It is easy to see that f and f ′ are inverse of each other, so in
particular E and F are isomorphic vector bundles.
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Proposition 1.1.9 Let M be a manifold and {Ui : i ∈ I} be an open cover for M . Suppose
a set of smooth maps {θij : Uij → GL(n,R)} is given which satisfies the cocycle condition.
Then there exists a unique (up to isomorphism) vector bundle of rank n with the {θij : Uij →
GL(n,R)} as its transition functions with respect to a system of local trivializations.

Proof. We define an equivalence relation in the set
⋃

i∈I Ui × Rn by saying that (i, p, x) ∼
(j, q, y) when p = q and x = θij(p)y. Since {θij : Uij → GL(n,R)} satisfies the cocycle
condition, this equivalence relation is well-defined. So we can define

E :=
⋃
i∈I

Ui × Rn/ ∼,

the map
πE : E →M, (i, p, x)/ ∼7→ p

and the bijection
θi : π−1

E (Ui)→ Ui × Rn, (i, p, x)/ ∼7→ (p, x)

for all i ∈ I. We can endow E with a differential structure, by requiring that θi is a diffeo-
morphism for all i ∈ I. It makes sense since the gluing maps are the smooth maps

Uij × Rn → Uij × Rn, (p, x) 7→ (p, θij(p)x).

Then πE : E → M becomes a vector bundle, with the {θij} as transition functions. Now
suppose πF : F → M is another n dimensional vector bundle with a local trivializations
θi : πF (Ui) → Ui × Rn such that its transition function are θij . Then, according to Remark
1.1.8, {fi : Ui → GL(n,R), p 7→ In} induces an isomorphism E → F .

Remark 1.1.10 Let π : E → M be a vector bundle, {θi : π−1(Ui) → Ui × Rn : i ∈ I} be
a trivialization with respect to an open cover {Ui : i ∈ I} and {Vj : j ∈ J} be a refinement
of {Ui : i ∈ I}. Then we can construct a trivialization of E with respect to {Vj : j ∈ J} by
defining θj := θi |Vj where i ∈ I such that Vj ⊂ Ui. Note that here we are applying the axiom
of choice and different choices of i for each j yields different trivializations.

Example 1.1.11 Let π : E → M be a vector bundle with transition functions {θij : Uij →
GL(n,R)} with respect to a cover Ui : i ∈ I of M . Define

θ∗ij : Uij → GL(n,R), p 7→ (θij(p)t)−1.

The {θ∗ij : Uij → GL(n,R)} satisfy the cocycle condition, therefore by proposition 1.1.9 the
exist a vector bundle over M which has the {θ∗} as its transition functions. We call this
vector bundle the dual bundle of E and denote it by E∗. Note that the construction of E∗

does not depend to the set of transition functions defining E, because if θ′ : Uij → GL(n,R) is
another set of transition functions for E,(note that here we assumed that the cover to be the
same because otherwise by regarding of Remark 1.1.10 we can consider a common refinement
of the covers) then we can define {fi : Ui → GL(n,R), p → (θip ◦ (θ′ip)

−1 : i ∈ I}, where
{θi : π−1(Ui) → Ui × Rn : i ∈ I} and {θ′i : π−1(Ui) → Ui × Rn : i ∈ I} are some systems
of local trivializations for E, inducing the transition functions {θij} and {θ′ij} respectively.
One can see easily that θijfj = fiθ

′
ij and so θ∗ij(f

t
j )
−1 = (f t

i )
−1θ′ij

∗. Therefore according to
Proposition 1.1.9 and its ensuing Remark {θ∗ij} and {θ′ij

∗} determine the same vector bundle
E∗ up to an isomorphism. Note that there exists a canonical isomorphism (E∗)p ' (Ep)∗.
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Example 1.1.12 Let πE : E →M and πF : F →M be vector bundles and {θE
i : π−1

E (Ui)→
Ui ×Rn : i ∈ I} and {θF

i : π−1
F (Ui)→ Ui ×Rm : i ∈ I} be two local trivializations of E and F

with transition functions {θE
ij : Uij → GL(n,R)} and {θF

ij : Uij → GL(m,R)} with respect to
a common cover {Ui : i ∈ I} of M . Now define

θij : Uij → GL(nm,R), p 7→ θE
ij(p)⊗ θF

ij(p).

They satisfy the cocycle condition therefore, according to Proposition 1.1.9 there exists a
unique bundle (up to isomorphism) with {θij} as its transition functions. We call this bundle
the tensor product of E and F , and denote it by E⊗F . For every p ∈M , we have (E⊗F )p '
Ep ⊗ Fp.

Example 1.1.13 Let πE : E →M be a vector bundle, r ≤ n, {θE
i : π−1

E (Ui)→ Ui × Rn : i ∈
I} be a set of trivializations of E with respect to a cover {Ui : i ∈ I} and transition functions
{θE

ij : Uij → GL(n,R)}. Then define

θij : Uij → GL(
(
n
r

)
,R), p 7→ Λr(θij(p)).

The {θij} satisfy the cocycle condition, therefore according to Proposition 1.1.9 there exists
a unique bundle (up to isomorphism) with the {θij} as transition functions. We call this
bundle the r-th exterior power of E, and denote it by ΛrE. One can show in a similar way as
Example 1.1.11 that the construction of ΛrE does not depend on the choice of the transition
function defining E.
For every p ∈ M , we have (ΛrE)p ' ΛrEp. To see this, apply the universal factorization
property of the exterior power to the r-linear alternating map

Ep × . . .× Ep → (ΛrE)p

((i, p, x1)/ ∼, . . . , (i, p, xr)/ ∼) 7→ (i, p,Λr(x1, . . . , xr))/ ∼,

where the same notation is used as Proposition 1.1.9.

Example 1.1.14 Let πE : E → M and πF : F → M be two vector bundles. By applying
Example 1.1.11 and Example 1.1.12, we can define the vector bundle E∗⊗F over M , and we
have

(E∗ ⊗ F )p = E∗
P ⊗ Fp = Hom(Ep, Fp)

This gives a correspondence between sections of E∗×F and the vector bundle homomorphisms
from E to F , and this correspondence is actually a vector space isomorphism

Γ(E∗ ⊗ F ) ' Hom(E,F ).

Example 1.1.15 Let πE : E → M and πF : F → M be two vector bundles. By applying
Example 1.1.11 and Example 1.1.13, we can define the vector bundle ΛrE∗ over M . We call
this bundle the bundle of r-forms on E. We have

(ΛrE∗)p ' Λr(E∗
p).

Therefore any section of ΛrE∗ can be seen as r-linear alternating form at each fiber Ep of E,
varying smoothly with p. In particular Γ(ΛrTM∗) = ArM.
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Lemma 1.1.16 Let πE : E → M and πF : F → M be two vector bundles on M and let
λ : Γ(E) → Γ(F ) be a C∞(M)-linear map. Then for every σ ∈ Γ(E) and for every p ∈ M ,
the value of λ(σ)(p) just depends on σ(p).

Proof. We want to show that if σ, σ′ ∈ Γ(E) be such that σ(p) = σ′(p), then λ(σ)(p) =
λ(σ)(p). Or equally we can show that if σ(p) = 0, then λ(σ(p)) = 0. First we show that λ
is local operator i.e. if we have σ, σ′ ∈ Γ(E) such that σ(q) = σ′(q) for every q ∈ V , where
V is an open neighborhood of p, then λ(σ)(p) = λ(σ′)(p). To see this, let ψ ∈ C∞(M) with
Supp(ψ) ⊂ V and ψ(p) = 1. Then ψσ = ψσ′, and ψλ(σ) = λ(ψσ) = λ(ψσ′) = ψλ(σ′), in
particular λ(σ)(p) = λ(σ)(p).
Now let σ be section in Γ(E) such that σ(p) = 0, and let {ui}1≤i≤n be a local frame on U ,
an open neighborhood of p. Then σ |U=

∑n
i=1 σiui, where σi’s are smooth functions on U .

Now we take ψ ∈ C∞(M) such that Supp(ψ) ⊂ U and ψ |U\V = 0, where V is a neighborhood
of p in U . Let σ′ :=

∑n
i=1 σ

′
iu
′
i, where σ′i |U := ψσi |U , σ′i |M\U := 0 and u′i |U := ψui |U ,

u′i |M\U := 0. There for λ(σ)(p) = λ(σ′)(p) =
∑n

i=1 σ
′
i(p)λ(u′i)(p) =

∑n
i=1 σi(p)λ(ui)(p) = 0

Lemma 1.1.17 Let πE : E →M and πF : F →M be vector bundles.Then we have:

Γ(E∗ ⊗ F ) ' Hom(E,F ) ' {λ : Γ(E)→ Γ(F ) linear over C∞(M)}
' Γ(E∗)⊗C∞(M) Γ(F )

where ”'” means ”isomorphic as C∞(M)-module”.
In particular, Γ(E ⊗ F ) ' Γ(E)⊗C∞(M) Γ(F ).

Proof. We have already seen in Example 1.1.14 that Γ(E∗ ⊗ F ) ' Hom(E,F ). For
Hom(E,F ) ' {λ : Γ(E)→ Γ(F ) linear over C∞(M)}, consider ϕ ∈ Hom(E,F ) and define

λϕ : Γ(E)→ Γ(F ), σ 7→ (p 7→ ϕ(σ(p))).

Then λϕ is a C∞(M)-linear and ϕ 7→ λϕ is a C∞(M)-module homomorphism. Conversely, let
λ ∈ {λ : Γ(E)→ Γ(F ) linear over C∞(M)} and define

ϕλ : E → F, v 7→ λ(σv)(πE(v)),

where σv is a section of E such that σv(πE(v)) = v. By Lemma 1.1.16 ϕλ is well-defined.
Note that ϕλ is smooth and therefore ϕλ ∈ Hom(E,F ), and that λϕλ

= λ and ϕλϕ = ϕ. Thus
ϕ 7→ λϕ is an C∞(M)-module isomorphism.
For proving that {λ : Γ(E∗)→ Γ(F ) linear over C∞(M)} and Γ(E)⊗C∞(M) Γ(F ) are isomor-
phic, let ξ =

∑
i∈I τ

∗
i ⊗ ηi ∈ Γ(E∗)⊗C∞(M) Γ(F ), and define

λξ : Γ(E)→ Γ(F ), σ 7→ (p 7→
∑
i∈I

[τ∗i (p)(σ(p))].(ηi(p))).

Then λξ is linear over C∞(M) and ξ 7→ λξ is a homomorphism of C∞(M). Conversely let
λ : Γ(E)→ Γ(F ) be linear over C∞(M). Then we define ξλ ∈ Γ(E∗)⊗C∞(M) Γ(F ) as follows.
Let {Ui : i ∈ I} be a cover of M and for i ∈ I let ui

1, . . . , u
i
n be a local frame for Ui.

Since λ is a local operator as it is shown at Lemma 1.1.16, it induces a C∞(M)-linear map
λi : γ(E |Ui) → Γ(F |Ui), for every i ∈ I. We define ξi

λ :=
∑n

α=1(u
i
α)∗ ⊗ λi(ui

α) ∈ Γ(E∗ |Ui

)⊗C∞(Ui) Γ(F |Ui). Then λξi
λ

= λi and ξi
λζ

= ζ for every ζ ∈ Γ(E∗ |Ui)⊗C∞(Ui) Γ(F |Ui), so ξ 7→
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λξ gives an isomorphism of C∞(Ui)-modules between {λ : Γ(E) → γ(E) linear over C∞(Ui)}
and Γ(E∗ |Ui) ⊗C∞(Ui) Γ(F |Ui). In particular it follows that ξi

λ and ξj
λ coincide on Uij . So

with using a partition of unity of M we can glue {ξi
λ : i ∈ I} together and get ξλ an element

of Γ(E∗)⊗C∞(M) Γ(F ), such that for every i ∈ I and for every p ∈ Ui, it holds ξλ(p) = ξi
λ(p).

Therefore λξλ
= λ for every λ : Γ(E) → Γ(F ) linear over C∞(M), and ξλξ

(p) = ξ for every
ξ ∈ Γ(E∗ ⊗C∞(M) Γ(F )). Thus ξ 7→ λξ is an isomorphism of C∞(M)-modules.

Remark 1.1.18 We can treat complex bundles in the same manner as real bundles. Every-
thing we did in this section for real bundles can also be done for complex vector bundles. All
definitions, examples and results (except Example 1.1.13) can be carried out for the complex
case just by substituting ”R” with ”C” and ”real” with ”complex” throughout the section.

1.2 Real connections

Definition 1.2.1 Let π : E →M be a real vector bundle and let r ∈ N. Define

Ar(E) := Γ(E)⊗C∞(M) Ar(M) = Γ(E ⊗ ΛrT∗M)
= {λ : Γ(Ar(M))→ Γ(E) linear over C∞(M)}

In particular, A0(E) = Γ(E). Elements of Ar(E) are called (smooth) r-forms on M with
values in E. Note that a λ : Ar(M)→ Γ(E) linear over C∞(M), induces a C∞(M)-multilinear
alternating maps

Γ(TM)× . . .× Γ(TM)→ Γ(E)

Definition 1.2.2 Let π : E →M be a vector bundle. Then a connection on E is an R-linear
map D : A0(E) → A1(E) which satisfies the Leibnitz rule, i.e. for every f ∈ C∞(M) and
σ ∈ Γ(E) it must hold:

D(fσ) = σ ⊗ df + fD(σ). (1)

Connections exist on every vector bundle, as can be proved using a partition of unity on the
base space. See [MS], Lemma 2 of Appendix C.

Let π : E → M be a vector bundle with a connection D : A0(E) → A1(E). Then, we can
extend D to a R-linear operator D : Ar(E) :→ Ar+1(E) for any r ∈ N by defining

D(σ ⊗ ω) = σ ⊗ dω +D(σ) ∧ ω

for σ ∈ Γ(E) and ω ∈ Ar(M) and extend it by linearity. The exterior product As(E) ×
Ar(M) → As+r(E) on the right hand side is defined as follows: for ξ = σ ⊗ ω ∈ As(E) and
ω′ ∈ Ar(M), ξ ∧ ω′ := σ ⊗ (ω ∧ ω′).
Note that a connection is a local operator i.e. if σ and σ′ be two sections of E such that
σ |U= σ′ |U d for U an open subset of M , then D(σ)(p) = D(σ′)(p) for every p ∈ U . For
seeing that consider f ∈ C∞(M), such that supp(f) ⊂ U and f(p) = 1. Then fσ = fσ′.
Therefore

D(fσ) = σ ⊗ df + fD(σ) = σ′ ⊗ df + fD(σ′) = D(fσ′)

and it implies that D(σ)(p) = D(σ′)(p). Thus a connection D : A0(E) → A1(E) induces
a connection D |U : A0(E |U ) → A1(E |U ) on each open U ⊂ M , in such a way that
D |U (σ |U ) = (D(σ)) |U for every σ ∈ A0(E). The induced map D |U will also be denoted by

11



D.
Let π : E →M be a vector bundle and u = (u1, . . . , un) be a local frame over an open subset
U of M and let D be a connection on E. Then we can write

D(uα) =
n∑

β=1

uβ ⊗ (ωu)βα (2)

where ω = ((ωu)αβ) is a matrix of 1-forms on U called the connection form of D with
respect to the local frame u. If σ =

∑n
α=1 vαuα is a section of E over U , then from (1) and

(2) we get:

D(σ) =
n∑

α=1

uα ⊗ (dvα +
n∑

β=1

(ωu)αβvβ). (3)

Definition 1.2.3 Let π : E →M be a vector bundle and D : A0(E)→ A1(E) be a connection
on E. Then we define a connection on E∗ as follows: for every σ ∈ A0(E) and η∗ ∈ A0(E∗),
we define

D∗(η∗)(σ) := d(η∗(σ))− η∗(D(σ)).

It is easy to see that the Leibnitz rule is satisfied.

Not let u = (u1, . . . , un) be a local frame for E over an open subset U of M and let u∗ =
(u∗1, . . . , u

∗
n) be the dual frame of the frame u over U . Then the connection form of D∗ with

respect to u∗ is given by ω∗u∗ = −(ωu)t.

Definition 1.2.4 Let πE : E → F and πF : E → F be vector bundles, and let DE andDF

be connections on E and F respectively. Then we define a connection DE⊗F as follows: for
every σ ∈ A0(E) and for every η ∈ A0(F ) we define

DE⊗F (σ ⊗ η) := DE(σ)⊗ η + σ ⊗DF (η).

It is easy to see that the Leibnitz rule is satisfied.

Let uE = (uE
1 , . . . , u

E
n ) and uF = (uF

1 , . . . , u
F
n ) be local frames of E and F over an open subset

U ⊂M . Consider the local frame

uE ⊗ uF = {uE
i ⊗ uF

j : i = 1. . . . , n, j = 1, . . . ,m}

of E⊗F over U , where the {uE
i ⊗uF

j } are ordered lexicographically. Let ωE⊗F , ωE and ωF be
the connections forms of DE⊗F , DE and DF , with respect to uE⊗F , uE and uF respectively.
Then

ωE⊗F = ωE ⊗ Im + In ⊗ ωF .

Remark 1.2.5 One can define DE∗⊗F by composing Definition 1.2.3 and Definition 1.2.4
as follows:

DE∗⊗F (σ∗ ⊗ η)(α) := (DE∗(σ∗)⊗ η + σ∗ ⊗DF (η)) (α)
= (DE∗(σ∗)(α))⊗ η + σ∗(α).DF (η)
= d(σ∗(α))⊗ η − σ∗(DE(α))⊗ η + σ∗(α)⊗DF (η)
= (d(σ∗(α))⊗ η + σ∗ ⊗DF (η))− σ∗(DE(α))⊗ η
= DF (σ∗(α).η)− σ∗(DE(α))⊗ η
= DF ((σ∗ ⊗ η)(α))− ((σ∗ ⊗ η)(DE)) (α)
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for σ∗ ⊗ η ∈ A0(E∗ ⊗ F ) and α ∈ A0(E).
Let uE = (uE

1 , . . . , u
E
n ) and uF = (uF

1 , . . . , u
F
n ) be local frames of E and F over an open subset

U ⊂M . Consider the local frame

(uE)∗ ⊗ uF = {(uE)∗i ⊗ uF
j : i = 1. . . . , n, j = 1, . . . ,m}

of E∗ ⊗ F over U , where the {(uE)∗i ⊗ uF
j } are ordered lexicographically. Let ωE∗⊗F , ωE

and ωF be the connections forms of DE⊗F , DE and DF , with respect to uE⊗F , uE and uF

respectively. Then
ωE∗⊗F = (−ωE)t ⊗ Im + In ⊗ ωF .

1.3 Complex connections over real manifolds

Definition 1.3.1 Let V be an n-dimensional real vector space and consider the 2n-dimensional
real vector space

V C := V ⊗R C.

Define
C× V C → V C, µ(

∑
i∈I

vi ⊗ λi) 7→
∑
i∈I

vi ⊗ µλi,

where I is a finite set, vi ∈ V and µ, λi ∈ C. Then V C becomes an n-dimensional complex
vector space, called the complexification of V . We define the conjugation map

g : V C → V C,
∑
i∈I

vi ⊗ λi 7→
∑
i∈I

vi ⊗ λi.

For every α ∈ V C, g(α) is called the conjugate element of α in V C, and it is denoted by α.

Definition 1.3.2 Let π : E →M be a complex vector bundle over a real manifold. An r-form
on M with values in E is an element of Ar(E)C := Γ(E)⊗C∞(M,C)Ar(M)C. A connection on
E is a C-linear map D : A0(E)C → A1(E)C which satisfies the Leibnitz rule.

Note that similarly to the real case one can show that a complex connection is a local operator.
Therefore a connection D : A0(E)C → A1(E)C induces a connection D |U : A0(E |U )C →
A1(E |U )C on each open U ⊂ M , in such a way that D |U (σ |U ) = (D(σ)) |U for every
σ ∈ A0(E)C. The induced map D |U will also be denoted by D.
Let π : E → M be a complex vector bundle of rank n and u = (u1, . . . , un) be a local frame
over an open subset U of M and let D be a connection on E. Then we can write

D(uα) =
n∑

β=1

uβ ⊗ (ωu)βα (4)

where ω = ((ωu)αβ) is a matrix of 1-forms on U i.e. (ωu)ij ∈ A1(U)C for every i, j ∈ {1, . . . , n}.
ω is called the connection form of D with respect to the local frame u. If σ =

∑n
α=1 vαuα

is a section of E over U then, by applying Leibnitz rule and using (4), we get:

D(σ) =
n∑

α=1

uα ⊗ (dvα +
n∑

β=1

(ωu)αβvβ). (5)
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Example 1.3.3 Let π : E → M be a complex vector bundle with transition functions {θij :
Uij → GL(n,C)} with respect to a cover {Ui : i ∈ I} of M . The functions {θij : Uij →
GL(n,C)} satisfy the cocycle condition, thus by Proposition 1.1.9 (see Remark 1.1.18) they
are the transition functions of a complex vector bundle E over M , called the conjugate
bundle of E. We have (E)p ' (Ep) in a canonical way. The isomorphism is given by the
well-defined C-linear map (i, p, x)/ ∼7→ (i, p, x)/ ∼ (notation as in the proof of Proposition
1.1.9).

Definition 1.3.4 Let π : E → M be a complex vector bundle. Combining Examples 1.3.3,
1.1.11 and 1.1.12, we can define the complex vector bundle E∗⊗E∗. Since (E∗⊗E∗)p = (Ep)

∗

for all p ∈ M , we see that a section of E∗ ⊗ E∗ gives a sesquilinear map Ep × Ep → C on
each fiber of E, varying smoothly with p. An Hermitian metric on π : E →M is a section
h of E∗ ⊗ E∗ such that h(p) is an Hermitian inner product on Ep, for all p ∈M .

Let π : E → M be a complex vector bundle over a real manifold M, and h be a Hermitian
metric in E. Then h induces a map

Ar(E)C ×As(E)C → Ar+s(M)C,

by sending
(τ ⊗ υ, κ⊗ ν) 7→ h(τ, κ) · υ ∧ ν

and extending linearly, where r, s ∈ N, τ, κ ∈ Γ(E), υ ∈ Ar(M)C and ν ∈ As(M)C.

1.4 Hermitian and Skew-Hermitian

Definition 1.4.1 Let V be a finite dimensional complex vector space and h a Hermitian
inner product over V . Then for any f ∈ End(V ) there exists a unique f∗ ∈ End(V ) such
that

h(f(v), w) = h(v, f∗(w)),

for all v, w ∈ V . We call f∗ the adjoint of f . A linear transformation f ∈ End(V ) is called
Hermitian (resp. skew-Hermitian) if f = f∗ (resp. f = −f∗).

Definition 1.4.2 A matrix A ∈M(n,C) is called Hermitian (resp. skew-Hermitian) if

A = A† (resp. A = −A†)

Definition 1.4.3 Let π : E → B a complex vector bundle and h be a Hermitian metric
over E i.e. h is a section of E∗ ⊗ E∗ such that h(p) is a Hermitian metric in Ep, for all
p ∈M . Then an endomorphism f of E is said to be a Hermitian endomorphism, (resp. skew-
Hermitian endomorphism) if f = f∗ (resp. f = −f∗), Where f∗ is defined by the adjoint
transformation of fp on Ep with respect to hp. for every p ∈ B. We denote by Herm(E, h) or
when h is known by HermE, the set of all Hermitian endomorphisms of E. We use Herm+E
to denote the set of all positive definite Hermitian endomorphism of E.

Let f be Hermitian endomorphism (resp. skew-Hermitian endomorphism) then if (resp. −if)
is a skew-Hermitian (resp. Hermitian) endomorphism, because h(if(v), w) = ih(f(v), w) =
ih(v, f(w)) = h(v,−if(w)) (resp. h(−if(v), w) = −ih(f(v), w) = −ih(v,−f(w)) = h(v,−if(w))).
So there exists a one-to-one correspondence between Hermitian endomorphisms and skew-
Hermitian endomorphisms.
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1.5 Local diagonalization

Lemma 1.5.1 Let X be a topological space, and

X = Gr ⊃ Gr−1 ⊃ ... ⊃ G2 ⊃ G1 ⊃ G0 = ∅

be a filtration of X by closed subsets, then

W :=
r⋃

k=1

F ◦
k

is an open dense subset of X, where Fi := Gi \ Gi−1 for every i ∈ {1, . . . , r}, and ◦ denotes
the interior.

Proof. W is an open subset of X, since W is a union of some open subsets. To observe that
W is a dense subset, first note that if Y is a dense subset of X and Z is a dense subset of Y ,
then Z is a dense subset of X. The case r = 0 is trivial because then X = ∅. For r = 1, we
have

W = F ◦
1 = (G1 \G0)◦ = G◦

1 = G1,

the latter equality holds because G1 = X. Now assume that for every r < k the assertion is
true, then we show it also holds for k. Define G′

i := Gi ∩G◦
k−1, for i ∈ {1, . . . , k − 1}, then

G◦
k−1 = G′

k−1 ⊃ G′
k−2 ⊃ ... ⊃ G′

2 ⊃ G′
1 ⊃ G′

0 = ∅,

is a filtration of G◦
k−1 by closed subsets. So according to the assumption, ∪k−1

i=1 (F ′
i )
◦ is dense

subset of G◦
k−1, where F ′

i := G′
i \G′

i−1, for every i ∈ {1, . . . ,K − 1}. On the other hand

F ◦
k ∪G◦

k−1 = (Gk \Gk−1)◦ ∪G◦
k−1 = Gk \Gk−1 ∪G◦

k−1

is a dense subset of X. So F ◦
k

⋃
(∪k−1

i=1 (F ′
i )
◦) is dense in X, because F ◦

k ∪(∪k−1
i=1 (F ′

i )
◦) is dense in

F ◦
k ∪G◦

k−1 and F ◦
k ∪G◦

k−1 is dense in X. Since we have (F ′
i )
◦ ⊂ F ◦

i , for every i ∈ {1, . . . , k−1},

F ◦
k ∪ (∪k−1

i=1 (F ′
i )
◦) ⊂ ∪k

i=1F
◦
i ,

thus W is also a dense subset of X.

Lemma 1.5.2 Let X,Y be two topological spaces, and Y be Hausdorff and locally compact,
then every continuous and proper map f : X → Y is closed.

Proof. Assume that C is a closed subset of X. For every a ∈ f(C) there exists an open
subset U ⊂ X, such that a ∈ U and U is a compact subset of Y . Consider U ∩ f(C), clearly
U ∩ f(C) 6= ∅ and a ∈ U ∩ f(C). So there exists a net (xα)α∈J in U ∩ f(C) such that
(xα)α∈J converges to a. Since f is proper, f−1(U ∩ f(C)) is a compact subset of X, therefore
D := f−1(U ∩ f(C)) ∩ C is also compact. On the other hand, since f−1(xα) ∩D 6= ∅ for all
α ∈ J , by the axiom of choice there exists a net (yα)α∈J such that yα ∈ D and f(yα) = xα for
every α ∈ J . Since D is compact, the net (yα)α∈J has a convergent subnet (yβ)β∈K → b. Now
note that f maps (yβ)β∈K to (xβ)β∈K , therefore (xβ)βK

→ f(b). On the other hand (xβ)β∈K

is a subnet of (xα)α∈J , which implies that (xβ)β∈K → a. Using the Hausdorff property of Y ,
we conclude that a = f(b). So b ∈ D ⊂ C, because D is a closed subset and (yβ)β∈K → b.
Thus a ∈ f(C), which means f(C) is a closed set.
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Lemma 1.5.3 The map

π : Cr → Cr, (z1, . . . , zn) 7→ (σ1(z1, . . . , zr), . . . , σr(z1, . . . , zr))

is proper, where σi is the elementary symmetric function of degree i in the variables z1, . . . , zr,
for every i ∈ {1, . . . , r}.

Proof. Since Cr ' R2r, the compact subsets of Cr are precisely the closed and bounded
subsets. Let U ⊂ Cr be a compact subset, then π−1(U) is closed because π is continuous. It
suffices to show that π−1(U) is bounded. Let B(0, a) be a ball around the origin with radius
a ≥ 1 such that U ⊂ B(0, a). We know that

(z − z1)(z − z2) . . . (z − zr) = zn +
r∑

i=1

(−1)rσi(z1, . . . , zr)zn−i.

If we show that a polynomial f(z) = zn + bnz
n−1 + . . . b1, with bi < a for every 1 ≤ i ≤ n,

does not have any roots z0 such that | z0 |≥ 2a then we can conclude that π−1(U) ⊂ B(0, 2a).
Assume z0 is a root of f such that | z0 |≥ 2a, then since zn

0 = −(bnzn−1
0 + . . .+ b1) we have

| zn
0 | = | z0 |n

= | bnzn−1
0 + . . .+ b1 |

≤ | bn || z0 |n−1 + | bn−1 || z0 |n−2 + . . .+ | b1 |

<
| z0 |

2
| z0 |n−1 +

| z0 |
2
| z0 |n−2 + . . .+

| z0 |
2

=
1
2

n∑
i=1

| z0 |i

≤ | z0 |,

which is a contradiction, since | z0 |≥ 2a > 1. So f−1(U) ⊂ B(0, 2a), therefore it is compact.

Corollary 1.5.4 π : Cr → Cr, (z1, z2, ..., zr) 7→ (σ1(z1, ..., zr), ..., σr(z1, ..., zr)) is a closed
map.

Now let us denote by R[t]r ⊂ R[t] the subspace of all monic real polynomials of degree r.
Note that we can endow R[t]r with a topological (differentiable) structure by requiring the
bijective map

ϕ : R[t]r → Rr, tr +
r∑

i=1

ait
r−i → (a1, a2, ..., ar)

to be a homeomorphism (a diffeomorphism resp.). Now let us denote by pr ⊂ R[t]r the set of
all monic real polynomials of degree r which are products of linear factors, and define pr

k ⊂ pr,
for k = 1, ..., r to be the subset of polynomials with at most k distinct roots.

Lemma 1.5.5 pr
k is a closed subset of pr.
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Proof. Let C[t]r be the space of all complex monic polynomials of degree r, and C[t]rk the
subsets of polynomials with at most k different roots. We define a topology on C[t]r by saying
that ϕ : C[t]r → Cr be homeomorphism to its image. Since pr

k = C[t]rk ∩ pr, it is sufficient to
show that C[t]rk is closed in C[t]r. According to the lemma above

π : Cr → Cr, (z1, ..., zr)→ (σ1(z1, ..., zr), ..., σr(z1, ..., zr))

is a closed map. So in particular the image of a diagonal subspace of Cr under π is closed
and since C[t]kr is a union of preimages under ϕ of finitely many such sets, C[t]rk is closed.

Let

Br
k :=

{
ν = (ν1, . . . , νk) ∈ Nk :

k∑
i=1

νi = r

}
,

then for every k ∈ {1, . . . , r} and every ν ∈ Br
k, we define Ar

k,ν ⊂ pr to be the set of all
polynomials in pr with exactly k distinct roots µ1 < . . . < µk, with multiplicities ν1, ..., νk

respectively.

Remark 1.5.6 pr
k \ pr

k−1 is an open subset of pr
k, consisting of all polynomials in pr with

precisely k different roots. So pr
k \ pr

k−1 is the disjoint union of Ar
k,ν with ν ∈ Br

k.

Lemma 1.5.7 Ar
k,ν ⊂ pr is a k−dimensional submanifold of R[t]r, moreover the map

πk,ν : Sk → Ar
k,ν ⊂ R[t]r, (x1, ..., xk) 7→

k∏
l=1

(t− xl)vl

is a diffeomorphism, where Sk = {(x1, ..., xk) | x1 < ... < xk} ⊂ Rk.

Proof. Let (x1, ..., xk), (x′1, ..., x
′
k) ∈ Sk such that

∏k
l=1(t − xl)νi =

∏k
l=1(t − x′l)

νl , Now
according to the fundamental theorem of algebra we conclude that xi = x′i for every i ∈
{1, ..., k}, thus πk,ν is bijective. Since the polynomials

{−νl(t− xl)νl−1.
∏
l 6=j

(t− xj)νj | l = 1, ..., k}

are linearly independent, and the coefficients of

−νl(t− xl)νl−1.
∏
l 6=j

(t− xj)νj

are the lth row of Dπk,ν(x1, ..., xk) over the standard basis in both Sk and R[t]r, so πk,ν is an
immersion of Sk into R[t]r. On the other hand according to Corollary 1.5.4 πk,ν is a closed
map. Since every injective and closed immersion is a diffeomorphism into its image, πk,ν is a
diffeomorphism between Sk and Ak.

Lemma 1.5.8 Let X be a manifold, and f : X → pr a differentiable map, then there exists
an open dense subset W ⊂ X with the following property:
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Every x ∈ W has an open neighborhood U , such that there exists k ∈ N, ν ∈ Br
k and

differentiable functions µl : U → R, for every l ∈ {1, ..., k} with µ1 < µ2 < ... < µk, such that

f(y)(t) =
k∏

l=1

(t− µl(y))νl

for all y ∈ U .

Proof. Define Gk := f−1(pr
k); according to Lemma 1.5.1

W :=
r⋃

k=1

F ◦
k =

r⋃
k=1

(Gk \Gk−1)◦

is an open dense subset of X. For an arbitrary element x in W , there exists kx ∈ {1, . . . , r}
such that

x ∈ F ◦
k = (Gkx \Gkx−1)◦.

Now consider
f |F ◦kx

: F ◦
kx
→ pr

kx
\ pr

kx−1 = ∪ν∈Br
k
Ar

kx,ν ,

so there exists a unique ν ′ = (ν1, . . . , νk) ∈ Br
k such that F |F ◦kx

(x) ∈ Akx
ν′ . Then we define U

to be
U := f |−1

F ◦k
(Ak,ν′),

U is an open subset of W , because f |F ◦k is a continuous map, F ◦
k is an open subset of

W and Ak,ν′ is an open subset of pr
k \ pr

k−1. On the other hand according to Lemma 1.5.7
πk,ν′ : Sk → Ak,ν′ is a diffeomorphism, therefore π−1

k,ν′ ◦ f |U : U → Sk is a differentiable map,
so it can be written in the following form

π−1
k,ν′ ◦ f |U= (µ1, ..., µk),

where µi : U → R are differentiable maps such that µ1 < µ2 < ... < µk, and for all y ∈ U , we
have

f(y)(t) =
k∏

i=1

(t− µi(y))νi .

Proposition 1.5.9 For any f ∈ Herm+E there is an open dense subset W ⊂ X such that for
every x ∈ W the following holds: there exists an open neighborhood U of x in W , a unitary
basis of differentiable sections u1, u2, ..., ur for E defined over U , and functions λ1, λ2, ..., λr ∈
C∞(U,R) such that

f(y) =
r∑

i=1

eλi(y).ui(y)⊗ u∗i (y)

for all y ∈ U , where u∗1, ..., u
∗
r denotes the dual of the basis u1, u2, ..., ur.
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Proof. Define the map
F : X → pr, x→ (−1)r.χf(x),

where χf(x) is the characteristic polynomial of f(x). Note that differentiability of F follows
from differentiability of the determinant. Let W ⊂ X be the open dense subset in X as in
lemma 1.5.8. For y ∈W let U be a neighborhood and µ1, ..., µk be differentiable functions as
there was in the lemma. Define on U subbundles

El = ker(f − µiid), i = 1, ..., k

E is equal to the orthogonal direct sum of El’s, since f ∈ Herm+. By taking U small enough
we may assume that there are unitary bases for the El on U , which together give a unitary
basis u1, ..., ur for E on U . Since the µl are positive, we are done by defining λi := log(µl)
for ui ∈ El.

Definition 1.5.10 Let F ∈ C∞(R+,R), where R+ := {x ∈ R : 0 < x}. We say that
F̃ : Herm+E → HermE is an extension of F, if it is differentiable and the following property
holds: For every f ∈ Herm+E and x ∈ X and every unitary basis u = (u1, . . . , ur) of Ex

consisting of eigenvectors of f with eigenvalues eλ1 , . . . , eλr with λ1, . . . , λr ∈ R, it holds

F̃ (f)(x) =
r∑

i=1

F (eλi).ui ⊗ u∗i .

Proposition 1.5.11 Let f ∈ Herm+E, F ∈ C∞(R+,R) a function with an extension F̃ :
Herm+(E) → Herm(E) and DE : A0(E) → A1(E) be a connection on E. Then there is an
open dense subset W ⊂ X, such that for every x ∈W there exists an open neighborhood U of
x in W such that

DE∗⊗E(F̃ (f)) =
r∑

i=1

F ′(eλi).eλi .(dλi)⊗ ui ⊗ u∗i +
∑
i6=j

(
F (eλj )− F (λi)

)
.(ωE

u )ji ⊗ ui ⊗ u∗j

Proof. According to Proposition 1.5.9, there exists an open dense subset W ⊂ X such that
for every x ∈W there exists an open neighborhood and a local unitary frame u = (u1, . . . , ur)
on U such that

f(y) =
r∑

i=1

eλi(y).ui(y)⊗ u∗i (y).

So for every y ∈ U , we have

F̃ (f)(y) =
r∑

i=1

F (eλi(y)).ui(y)⊗ u∗i (y).

By applying the Leibnitz rule, we get

DE∗⊗E(F̃ (f)(y)) =
r∑

i=1

F ′(eλi).eλi .(dλ)⊗ ui ⊗ u∗i +
r∑

i=1

F (eλi)DE∗⊗E(ui ⊗ u∗i ).

By Remark 1.2.4
ωE∗⊗E

u = (−ωE
u )t ⊗ In + In ⊗ (ωE

u ),
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and substituting by (2) and regrouping the sums, we get

DE∗⊗E(F̃ (f)(y)) =
r∑

i=1

F ′(eλi).eλi .(dλ)⊗ ui ⊗ u∗i +
∑
i6=j

(
F (eλj )− F (λi)

)
.(ωE

u )ji ⊗ ui ⊗ u∗j .

Proposition 1.5.9 and Proposition 1.5.11 are important tools in analysis of hermitian en-
domorphisms on a complex vector bundles; we try to illustrate this point in the following
examples.

Example 1.5.12 Define
log : Herm+E → HermE

by sending f(x) =
∑r

i=1 e
λi · ui ⊗ u∗i to log f =

∑r
i=1 λi · ui ⊗ u∗i for every f ∈ Herm+E

and x ∈ X, where u1, . . . , ur is an orthonormal basis of Ex consisting of eigenvectors of f
with eigenvalues eλ1 , . . . , eλr , λ1 . . . , λr ∈ R. It is clearly well-define and one can show its
differentiability. So it is an extension of log ∈ C∞(R+,R).
Now let f ∈ Herm+E, then according to Proposition 1.5.9 there exists an open dense subset
W of X, such that for every x ∈ W there exists an open subset U ⊂ W and a local frame
u1, . . . , ur, such that

f =
r∑

i=1

eλi · ui ⊗ u∗i

on U . Therefore

log f =
r∑

i=1

λi · ui ⊗ u∗i .

Then using Proposition 1.5.11, we get

DE∗⊗E(log f) =
r∑

i=1

dλi ⊗ ui ⊗ u∗i +
∑
i6=j

(λj − λi) · (ωu)ji ⊗ ui ⊗ u∗j .

But one can see, it is not the same as f−1◦DE∗⊗E(f) =
∑r

i=1 dλi⊗ui⊗u∗i +
∑

i6=j(e
λj−λi−1)·

(ωu)jiui⊗u∗j , as one may naively think, since connections are in some aspect a generalization
of the differential.

Example 1.5.13 Let π : E → X be a vector bundle, h be a Hermitian metric on E and h0 be
the induced Hermitian metric by h on E∗⊗E (i.e. if u = (u1, . . . , ur) is an orthonormal basis
of Ep with respect to h, then h0 is defined by saying that the basis u∗ ⊗ u is an orthonormal
basis for h0), f ∈ Herm+(E) and

DE : A0(E)→ A1(E).

Then there is an open dense subset W ∈ X such that, for every x ∈ W there exists an open
subset U ∈W , such that the followings hold on U :

h0(f−1 ◦DE∗⊗E(f), DE∗⊗E(fσ)) =
r∑

i=1

σeσλi .dλi ∧ dλi

+
∑
i6=j

(eλj−λi − 1).(eλj − eλi).(ωu)ji ∧ (ωE
u )ji
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and

h0(f−
σ
2 ◦DE∗⊗E(fσ), f−

σ
2 ◦DE∗⊗E(fσ))

=
r∑

i=1

σ2.eσλi .dλi ∧ dλi +
∑
i6=j

eσλi .(eσλj − eσλi)2.(ωE
u )ji ∧ (ωE

u )ji,

where u = u1, . . . , ur is a local orthonormal frame on U , ωE
u is a connection form of E with

respect to u and fσ denotes F̃ (f), the extension of F where F ∈ C∞(R+,R) is the map x 7→ xσ

for some σ ∈ R \ {0}. For seeing the former equality first note that by Proposition 1.5.11
there is an open dense subset W ⊂ X, such that for every x ∈W there exists a neighborhood
U of x in X such that

DE∗⊗E(fσ) =
r∑

i=1

σ.(eλi)σ.dλi ⊗ ui ⊗ u∗i +
∑
i6j

(eλj − eλi)(ωE
u )ji ⊗ ui ⊗ u∗j

holds on U . On the other hand, we have f−1 =
∑r

i=1 e
−λi .ui ⊗ u∗i , therefore

f−1 ◦DE∗⊗E(f) =
r∑

i=1

dλi ⊗ ui ⊗ u∗i +
∑
i6=j

(eλj−λi − 1)(ωE
u )ji ⊗ ui ⊗ u∗j .

So we can write

h0

(
f−1 ◦DE∗⊗E(f), DE∗⊗E(fσ)

)
=

r∑
i=1

r∑
i′=1

h0

(
dλi ⊗ ui ⊗ u∗i , σeσλi′ .dλi′ ⊗ ui′ ⊗ u∗i′

)
+
∑
i6=j

∑
i′ 6=j′

h0

(
(eλj−λi − 1).(ωE

u )ji ⊗ ui ⊗ u∗j , (eλj′ − e−λi′ ).(ωE
u )j′i′ ⊗ ui′ ⊗ u∗j′

)
+

r∑
i=1

∑
i′ 6=j′

h0

(
dλi ⊗ ui ⊗ u∗i , (eλj′ − eλi′ ).(ωE

u )j′i′ ⊗ ui′ ⊗ u∗j′
)

+
∑
i6=j

r∑
i′=0

h0

(
(eλj−λi − 1).(ωu)ji ⊗ ui ⊗ u∗j , σeσλi′ .dλi′ ⊗ ui′ ⊗ u∗i′

)
=

r∑
i=1

r∑
i′=1

σeσλ
i′h0 (ui ⊗ u∗i , ui′ ⊗ u∗i′) dλi ∧ dλi′

+
∑
i6=j

∑
i′ 6=j′

(eλj−λi − 1).(eλj′ − eλi′ )h0

(
ui ⊗ u∗j , (ui′ ⊗ u∗j′

)
(ωE

u )ji ∧ ωu)j′i′

+
r∑

i=1

∑
i′ 6=j′

(eλj′ − eλ)i′h0

(
ui ⊗ u∗i , ui′ ⊗ u∗j′

)
dλi ∧ (ωu)j′i′

+
∑
i6=j

r∑
i′=0

(eλj−λi − 1).σeσλ
i′h0

(
ui ⊗ u∗j , ui′ ⊗ u∗i′

)
(ωE

u )ji ∧ dλi′

=
r∑

i=1

σeσλi .dλi ∧ dλi
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+
∑
i6=j

(eλj−λi − 1).(eλj − eλi).(ωE
u )ji ∧ (ωE

u )ji

which proves the former equality. For seeing the latter one, first note that the following holds
on U

f−
σ
2 ◦DE∗⊗E(fσ) =

r∑
i=1

σeσλid(λi)⊗ ui ⊗ u∗i +
∑
i6=j

(eσλj − eσλi).e−
σ
2
λi .αji ⊗ ui ⊗ u∗j .

So we can write

h0(f−
σ
2 ◦DE∗⊗E(fσ), f−

σ
2 ◦DE∗⊗E(fσ))

=
r∑

i=1

r∑
i′=1

h0

(
σe

σ
2
λidλi ⊗ ui ⊗ u∗i , σe

σ
2
λi′ .dλi′ ⊗ ui′ ⊗ u∗i′

)
+
∑
i6=j

∑
i′ 6=j′

h0

(
(eσλj − eσλi).e−

σ
2
λi .(ωE

u )ji ⊗ ui ⊗ u∗j , (eσλj′ − eσλi′ ).e−
σ
2
λi′ .(ωE

u )j′i′ ⊗ ui′ ⊗ u∗j′
)

+
r∑

i=1

∑
i′ 6=j′

h0

(
(eσλj − eσλi).e−

σ
2
λi .(ωE

u )ji ⊗ ui ⊗ u∗j , (eσλj′ − eσλi′ ).e−
σ
2
λi′ .(ωE

u )j′i′ ⊗ ui′ ⊗ u∗j′
)

+
∑
i6=j

r∑
i′=0

h0

(
(eσλj − eσλi).e−

σ
2
λi .(ωE

u )ji ⊗ ui ⊗ u∗j , σe
σ
2
λi′ .dλi′ ⊗ ui′ ⊗ u∗i′

)
=

r∑
i=1

σ2.eσλi .dλi ∧ dλi +
∑
i6=j

eσλi .(eσλj − eσλi)2.(ωE
u )ji ∧ (ωE

u )ji.

Example 1.5.14 Consider E,f and DE be as they were in Example 1.5.13. Then there exists
an open dense subset W ⊂ X such that for every x ∈ W there exists an open neighborhood
U ⊂W on which the following holds:

tr(f−1 ◦DE∗⊗E(f) ◦ fσ) = d(
1
σ
.tr(fσ)).

For seeing that first note that, according to Proposition 1.5.11 and proposition 1.5.9, there
exists an open dense subset W ⊂ X such that, for every x ∈ W there exists an neighborhood
of U ⊂W such that

f−1 ◦DE∗⊗E(f) =
r∑

i=1

dλi ⊗ ui ⊗ u∗i +
∑
i6j

(eλj−λi − 1)(ωE
u )ij ⊗ ui ⊗ u∗j

and

fσ =
r∑

i=1

eσλi .ui ⊗ u∗i

where u = (u1, . . . , un) is the orthonormal frame. Therefore

f−1 ◦DE∗⊗E(f) ◦ fσ =
r∑

i=1

eσλi(dλi ⊗ ei +
∑
j 6=i

(eλi−λj − 1)(ωu)ij ⊗ uj)⊗ u∗i .
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So

tr(f−1 ◦DE∗⊗E(f) ◦ fσ) =
r∑

i=1

eσλidλi.

On the other hand tr(fσ
i ) =

∑r
i=1 e

σλi, therefore

d(
1
σ
.tr(fσ

i )) =
r∑

i=1

1
σ
.σ.dλi.e

σλi =
r∑

i=1

dλie
σλi .

Thus
tr(f−1 ◦DE∗⊗E(f) ◦ fσ) = d(

1
σ
tr(fσ)).

2 Maximal torus reduction

2.1 The adjoint representation

Proposition 2.1.1 Let be a Lie group G acting on M from the left smoothly, (i.e. there is a
smooth map µ : G×M → M, such that µ(τρ,m) = µ(τ, µ(ρ,m)) and µ(e,m) = m,for every
τ, ρ ∈ G and m ∈ M) and let m0 ∈ M be a fixed point, i.e. µg(m0) = m0 for every g ∈ G.
Then

ψ : G→ Aut(T (M)m0), g 7→ dµg |T (M)m0

is a representation of G.

Proof. First note that ψ is group homomorphism because

ψ(gh) = dµgh |T (M)m0
= d(µg ◦ µh) |T (M)m0

= dµg |T (M)m0
◦µh |T (M)m0

= ψ(g) ◦ ψ(h),

for every g, h ∈ G.
It only remains to prove that ψ is a differentiable map. Let (v1, . . . , vd) be a basis for the
vector space T (M)m0 with respect to this basis, we can identify automorphisms of T (M)m0

with GL(d,R). Let us denote this identification by σ : Aut(T (M)m0) → GL(d,R). σ is a
chart for Aut(T (M)m0), so it suffices that σ ◦ ψ is smooth. One gets the matrix associated
with an element of Aut(T (M)m0) by applying this element to the basis of T (M)m0 and then
applying the dual basis. So it suffices to prove that if v0 ∈ T (M)m0 and if α ∈ TM∗

m0
, then

g 7→ α (dµg(v0))

is smooth. Since α is linear and therefore a smooth map from T (M)m0 to R it suffices to
show that

g 7→ dµg(v0)

is a smooth map form G into TMm0 , or equivalently that it is a smooth map from G into
T (M). But it is exactly the composition of smooth maps

G→ T (G)× T (M)→ T (G×M)
dµ→ T (M)

in which the first map sends g 7→ ((g, 0), (m0, v0)), the second map is the canonical diffeo-
morphism of T (G) × T (M) with T (G ×M), and the third map is dµ. Thus ψ is smooth.
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Definition 2.1.2 Let g be a Lie algebra and V be a vector space, then a map ψ : g→ End(V )
is called a Lie algebra representation of g, if ψ is a Lie algebra homomorphism.

Definition 2.1.3 Let G be a Lie group. It acts on itself from the left by conjugation

a : G×G→ G, (h, g) 7→ hgh−1

We denote a(h, g) by ah(g). Since the identity is a fixed point of this action by Proposition
2.1.1 the map

h 7→ dah |T (G)e
∈ Aut(T(G)e) = Aut(g)

is a representation of G into Aut(g). This is called the adjoint representation and is
denoted by

Ad : G→ Aut(g).

We denote the differential of the adjoint representation by ad,

d(Ad) = ad.

Proposition 2.1.4 Let G be a Lie group with Lie algebra g, and let X,Y ∈ g. Then

ad(X)Y = [X,Y ].

For a proof see [W] page 115.

2.2 Principal fiber bundles

Definition 2.2.1 Let G be a Lie group, P be a manifold and G acting on P from the right
such that:

1. M := P/G has a manifold structure such that π : P → P/G = M is smooth.(i.e. P/G
as topological space can be endow with a manifolds structure such that π : P → P/G is
a smooth map.)

2. There exists an open cover {Ui : i ∈ I} of M and diffeomorphisms

θi : π−1(Ui)→ G× Ui, u 7→ (π(u), ϕi((u))

where ϕi : π−1(Ui) → G satisfies ϕi(ug) = ϕi(u)g for all u ∈ π−1(Ui) and g ∈ G. Then
π : p → M is called a principal fiber bundle over M , and this open cover and maps
together are called local trivializations of P . In particular π : P →M is fiber bundle with
typical fiber G. We will write P (M,G, π) or P (M,G) (or simply P ) to denote a principal
fiber bundle π : P →M . The action P ×G→ P will be denoted by (u, g) 7→ ug.

Note that from 2. it follows that the action of G on P is differentiable and free.
Clearly any trivial fiber bundle admits a global section. For example one can take M →
M × G,m 7→ (m, e). The converse is also true. If a principal fiber bundle admits a global
section σ : M → P then it is trivial because one can consider the inverse of the smooth map
M × G → p, (p, g) 7→ σ(p)g as a global trivialization for P . In particular, condition 2. in
Definition 2.2.1 is equivalent to requiring the existence of an open cover {Ui, i ∈ I} of M and
local sections {σi : Ui → P}.
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Example 2.2.2 Let πE : E →M be a vector bundle with local trivializations {θE
i : π−1

E (Ui)→
Ui × Rn}. Define L(E) to be the set of all linear frames on πE : E → M i.e. the set of
all (vp

1 , . . . , v
p
n) where {vp

1 . . . v
p
n} constitutes a basis for the fiber Ep. Define the projection

π : L(E) → M to be the map sending a frame at p to p. Let GL(n,R) act on L(E) from
the right by (u,A) 7→ uA, where uA is (u1A, . . . , unA). Then we have L(E)/GL(n,R) = M .
Define sections σi : Ui → L(E) by

p 7→ U(p) := ((θE
i )−1(p, e1), . . . , (θE

i )−1(p, en)). (6)

The {σi : Ui → P} induce bijections {θi : π−1(Ui) → Ui × GL(n,R), i ∈ I} and we can
define a differentiable structure on L(E) by requesting these bijections to be diffeomorphisms,
this is well-defined because the gluing maps are the smooth map Uij × GL(n,R) → Uij ×
GL(n,R), (p,A) 7→ θE

ij(p)A where Uij = Ui ∩ Uj and θij is the transition function. Then
L(E)(M,GL(n,R)) becomes a principal fiber bundle over M , it is called the frame bundle
of the vector bundle πE : E →M .

Let πE : E → M be a complex vector bundle with local trivializations {θE
i : φ−1

E (Ui) →
Ui×Cn} with respect to a cover {Ui : i ∈ I} of M and h be a Hermitian metric over E. Since
θE
i : φE

−1(Ui) → Ui × Cn is a diffeomorphism for every i ∈ I and θE
i |Ep : EP → p × Cn is a

linear isomorphism, for every p ∈ Ui, h |π−1
E (Ui)

induces a Hermitian metric h′ on Ui × Cn.
For every p ∈ Ui the set

{{p} × e1, . . . , {p} × en}

is an ordered basis for {p}×Cn so by the Gram-Schmidt process we get an orthonormal ordered
basis {e′1, . . . , e′n} with respect to the Hermitian metric h′. Define σp : {p}×Cn → {p}×Cn to
be the linear isomorphism which maps {e1, . . . , en} to {{p} × e1, . . . , {p} × en}. Then define
σ′i : Ui × Cn → Ui × Cn, (p, v)→ (p, σp(v)). One can see that σ′ is a diffeomorphism and the
induced Hermitian metric h′ by this map is the standard Hermitian metric in Ui×Cn. Define
θ′i : πE

−1((U)i) → Ui × Cn to be θ′i := θE
i ◦ σ′i. Then {θ′i : π−1

E (Ui → Ui × Cn : i ∈ I)} is a set
of local trivializations with respect to the cover {(U)i, i ∈ I}, such that h is locally induced
by the standard Hermitian metric of Ui × Cn. Let us restate the above results as a Remark.

Remark 2.2.3 Let πE : E → M be a complex vector bundle and h be a Hermitian metric
over E. Then there exists local trivializations {θE

i : φE
−1(Ui) → Ui × Cn} with respect to a

cover {Ui : i ∈ I} of M such that h is locally induced by the standard Hermitian metric of
Ui × Cn.

Example 2.2.4 Let πE : E → M be a complex vector bundle and h be a Hermitian metric
over E with local trivializations {θE

i : φ−1
E (Ui)→ Ui×Cn} as in Remark 2.2.3. Define LO(E)

to be the set of all linear orthogonal frames on πE : E → M , i.e. the set of all (vp
1 , . . . , v

p
n)

where {vp
1 . . . v

p
n} constitutes an orthonormal basis for the fiber Ep. Define the projection

π : LO(E)→M to be the map sending a frame at p to p. Let U(n,C) (unitary matrices) act
on LO(E) from the right by (u,A) 7→ uA. By the same argument as Example 2.2.2 one can
endow LO(E) with a manifold structure and shows that LO(M)(U(n,C),M) is a principal
fiber bundle, which is called the orthonormal frame bundle of the vector bundle E.

Definition 2.2.5 A homomorphism of a principal fiber bundle Q(N,H) into another prin-
cipal fiber bundle P (M,G) consists of a smooth map f : Q → P and a Lie group homomor-
phism f ′ : H → G such that f(ug) = f(u)f ′(g) for all u ∈ Q and g ∈ H.
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Note that a homomorphism (f, f ′) as in Definition 2.2.5 induces a smooth map f ′′ : N →M
by sending n to πP ◦ f(u) where u is an arbitrary element of Qn.

Definition 2.2.6 A homomorphism (f, f ′) : Q(N,H) → P (M,G) is an embedding if the
induced f ′′ : N →M is an embedding and f ′ : H → G a monomorphism (then, in particular,
f : Q → P is an embedding). We call f(Q)(f ′′(N), f ′(H)) a subbundle of P (M,G). If
moreover N = M and the induced f ′′ : M → M is the identity, then (f, f ′) : Q(M,H) →
P (M,G) is called a reduction (relative to f ′ : H → G) of (the structure group of) P (M,G)
to H or an extension (relative to f ′ : H → G) of (the structure group of ) Q(M,H) to
G. The bundle Q(M,H) is called a reduced bundle of P (M,G). Given P (M,G) and a
Lie subgroup H of G, we say that P (Q,G) is reducible to H if there is a reduced bundle
Q(M,H). An isomorphism between two principal fiber bundles Q(M,G) and P (M,G) is a
homomorphism (f, f ′) : Q(M,G)→ P (M,G) such that f ′ and the induced f ′′ are the identity
on G and M respectively. In particular, f : Q → P is a diffeomorphism. An isomorphism
P (M,G)→ P (M,G) is called an automorphism of P (M,G).

Example 2.2.7 Let πE : E → M be a complex vector bundle and h be a Hermitian metric
over E with local trivializations {θE

i : φ−1
E (Ui) → Ui × Cn} as in Remark 2.2.3. Consider

LO(E)(M,U(n,C)) and L(E)(n,GL(n,C)) as defined in Example 2.2.4 and Example 2.2.2.
Then (i, i′) : LO(E)(M,U(n,C))→ L(E)(M,GL(n,C)) is a reduction of L(E)(M,GL(n,C))
to U(M,U(n,C)) where i : LO(E) → L(E) and i′ : U(n,C) → GL(n,R) are the inclusion
morphisms.

Let P (M,G) be a principal fiber bundle and F be a manifold on which G acts differentiably
on the left. Then define the following action of G on P × F :

(P × F )×G→ P × F, ((u, f), g) 7→ (ug, g−1f).

Define E = P ×G F := (P × F )/G and denote by (u, f)/ ∼ the equivalence class of (u, f) ∈
P × F in E. Define πE : E → M to be the map (u, f) 7→ π(u) where π is the projection of
P → M . Let {θi : π−1(Ui) → Ui × G, u 7→ (π(u), ϕi(u))} be local trivializations of P (M,G)
with respect to a cover {Ui, i ∈ I} of M and define for all i ∈ I a bijection

θE
i : π−1

E (Ui)→ Ui × F, (u, f)/ ∼ 7→ (π(u), ϕi(u)f).

We can define a differentiable structure on E by requiring the θE
i ’s to be diffeomorphism.

This is well-defined because the gluing maps θE
ij : Uij × F → Uij × F, (p, f) 7→ (p, θij(p)f) are

smooth. Then E = P ×G F becomes a fiber bundle over M with fiber F .

Definition 2.2.8 Let P (M,G) be a principal fiber bundle and F be a manifold on which G
acts differentiably on the left. Then φ : P → F is called equivariant if φ(ug) = g−1φ(u) for
all u ∈ P and g ∈ G.

Proposition 2.2.9 Let P (M,G) be a principal fiber bundle and F be a manifold on which
G acts differentiably on the left. Then

{ sections of P×G F} 1−1←→ {G−equivariant smooth maps P→ F}
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Proof. First note that the action of G on each fiber Pa is free and transitive, so for every
u, v ∈ Pa there exists a unique gu,v such that ugu,v = v.
Now let σ ∈ Γ(P ×G F ). We represent σ(a) by (ua, fa)/ ∼ where a is in M and ua ∈ P and
fa ∈ F . Define

σ̂ : P → F, v 7→ g−1
uπ(v),v

fπ(v),

note that σ̂ is independent of the representation of σ i.e. if (ua, fa) ∼ (u′, f ′) then g−1
ua,vfa =

g−1
u′,vf

′ because
g−1
ua,vfa = (gua,u′gu′,v)−1fa = g−1

u′,vg
−1
ua,u′fa = g−1

u′,vf
′.

Since
σ̂(gv) = g−1

uπ(gv),gvfπ(gv) = g−1g−1
uπ(v),v

fπ(v) = g−1σ̂(v),

we have that σ̂ is G-equivarent.
Smoothness can be seen as follows. Observe first that if {θi : π−1(Ui) → Ui × G, i ∈ I} are
local trivializations of P (M,G) with respect to a cover {Ui; i ∈ I} of M , then for p ∈ Ui we
can write σ(p) = (θ−1

i (p, e), fi(p))/ ∼ for some map fi : Ui → F which is smooth because it is
the composition θE

i , where θE
i is given by (6). Since σ̂ is locally the composition of the map

Ui ×G→ F, (p, g) 7→ g−1fi(p)

with the trivialization θi, it follows that it is smooth. Conversely, given a smooth, G-
equivariant map φ : P → F , the map

φ0 : M → P ×G F, p 7→ (u, φ(u))/ ∼

is well-defined and smooth, thus it is a section of P×GF . Clearly, φ̂0 = φ for all G-equivariant
maps P → F and σ̂0 = σ for all sections σ of P ×G F .

Example 2.2.10 Let P (G,M) be principal fiber bundle, {θi : π−1(Ui) → Ui × G.i ∈ I} be
local trivalizations of P with respect to the cover {Ui, i ∈ I} and % : G → Aut(V) be a Lie
group representation of G on a vector space V . Then E = P ×G V is a vector bundle over
M , where G acts on V from left by (g, v) 7→ %(g)(v). To see this first note that for every
p ∈ (Uij) the map

V
∼=→ {p} × V

θE
i ◦(θE

j )−1|{p}×V−→ {p} × V
∼=→ V

is linear, because it is given by v 7→ %(θij(p))(v).
Let αv : V → Rn be the identification of V with Rn with respect to a given basis of v1, . . . , vn

(which also induces an isomorphism). Then the local trivializations of E induced by (6) are :

θE
i : π−1(Ui → Ui × Rn, (u,w)/ ∼7→

(
π(u), α′v (% (ϕi(u))αv(w))

)
where ϕi = p2 ◦ θi : π−1(Ui)→ G.

Proposition 2.2.11 Let P (M,G) be a principal fiber bundle, H be closed subgroup of G and

µ : P → P ×G (G/H), p 7→ (p,H)/ ∼ .

Then there exists a one-to-one correspondence between H-reductions of P and global sections
of P ×G (G/H), which corresponds the H-reduction f : Q → P to the section µ ◦ f and the
section σ : M → P ×G (G/H) to the H-reduction {u ∈ P : (u,H)/ ∼= σ(π(u))}
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For its proof see [K] page 57.

Remark 2.2.12 Let σ be a section in P ×G (G/H) and σ̂ be its corresponding G-equivariant
map P → G/H as it is defined in Proposition 2.2.9, then

{u ∈ P : (u,H)/ ∼ = σ(π(u))} = {u ∈ P : σ̂(u) = H}.

2.3 Maximal torus

Definition 2.3.1 A torus T of G is a subgroup of G isomorphic to a product of U(1,C)
factors. A maximal torus T is a torus such that there is no torus H in G such that T ⊂ H
is a proper inclusion.

Definition 2.3.2 Given a maximal torus T in a connected Lie group G, we define the nor-
malizer of T to be the subgroup

NG(T ) = {g ∈ G : gT = Tg} = {g ∈ G : gTg−1 = T}

of G. T is a normal subgroup of NG(T ) and the quotient group

WG(T ) = NG(T )/T

is called the Weyl group of G with respect to T .

WG(T ) acts on T since NG(T ) acts by conjugation

(n, t) ∈ NG(T )× T → ntn−1 ∈ T

and its subgroup T acts trivially.

Theorem 2.3.3 Let G be a compact connected Lie group and T be a maximal torus of G,
then any element of G is conjugate to an element of T .

For a proof see [S] section 8.1

Corollary 2.3.4 Any two maximal tori T1, T2 of G are conjugate.

Proof. This can be proved by noting that a torus T always has a generating element, i.e.
an element whose powers are dense in T . If θi are angular variables labelling the points in
the torus, a generating element can be constructed by taking a linear combination of these
variables, with coefficients independent over Q.
If t2 is a generator of T2, then by the theorem

x−1t2x = t

for some x ∈ G and t ∈ T . Thus t2 ∈ xTx−1 and so are all its powers. Since t2 is a generator,
T2 ⊂ xTx−1. But since T2 is a maximal torus, we must have T2 = xTx−1.

Corollary 2.3.5 All maximal tori have the same dimension. We will call this common di-
mension the rank of G.

28



Definition 2.3.6 For a compact Lie group G, a Cartan sub-algebra of g is the Lie algebra
of a maximal torus T ⊂ G.

Theorem 2.3.7 Let G and H be Lie groups with Lie algebras g and h respectively and with
G simply connected. Let ψ : g → h be a Lie algebra homomorphism. Then there exists a
unique homomorphism ϕ : G→ H such that dϕ = ψ.

For a proof see [W] Theorem 3.27

Corollary 2.3.8 Let G be a simply connected Lie group with Lie algebra g and ϕ : g →
End(V ) be a representation of Lie algebras. Then there exists a unique representation ψ :
G→ Aut(V ) such that dϕ = ψ. So in particular we have a one-to-one correspondence between
Lie group representations of G and Lie algebra representations of g.

2.4 Abstract root systems

Let E be a n-dimensional Euclidean vector space equipped with the inner product (, ). For
any α ∈ E, α 6= 0, denote by Lα the hyperplane in E orthogonal to α and by rα the reflection
with respect Lα. The reflection rα can be written in the form

rα(β) = β− < β | α > (β ∈ E) · α

where
< β | α >=

2(β, α)
(α, α)

.

Note that Lα, rα and the function < β | α > do not change if the inner product in E is
replaced by c(, ), where c > 0.

Definition 2.4.1 A subset ∆a ⊂ E is called an abstract root system in E if:

1. ∆a spans E;

2. ∆a is finite and consists of nonzero vectors;

3. rα(∆a) = ∆a for any α ∈ ∆a;

4. < α | β >∈ Z for any α, β ∈ ∆a.

Let α ∈ ∆a. It follows from 3. that −α ∈ ∆a, and one can easily deduce from 4. that if c ∈ R
and cα ∈ ∆a, then c ∈ {±1

2 ,±1,±2}. A root system is said to be reduced if the following
condition holds:
5. if α ∈ ∆a and cα ∈ ∆a for some α ∈ ∆a, then c = ±1.

Definition 2.4.2 Let ∆a be a reduced abstract root system of E. The abstract Weyl group
of ∆a is the subgroup of the isometry group of E which is generated by rα’s for α ∈ ∆a. It is
denoted by W∆a(E).

Definition 2.4.3 Let ∆a be a reduced abstract root system of E, then each connected com-
ponents of the open set

E \
⋃

α∈∆a

(Lα),

is called an open Weyl chamber of the abstract root system ∆a
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Lemma 2.4.4 The action of the abstract Weyl group on E preserves E\∪α∈∆aLα. Moreover
its restriction to E \

⋃
α∈∆a(Lα) is free.

For a proof see [OV].

Note that since λ is a homeomorphism from E \
⋃

α∈∆a(Lα) to itself it maps each con-
nected component to another. Therefore λ maps each open Weyl chamber to an open Weyl
chamber. In fact λ induces a permutation over the set of all the open Weyl chambers. Since
the orbit of each point in an open Weyl chamber meets each open Weyl chamber exactly once
and according to Lemma 2.4.4 the action of the Weyl group is free, the induced action is also
free.

Lemma 2.4.5 The induced action of the abstract Weyl group on the set of all Weyl chambers
is simply transitive.

Proof. Transitivity of the induced action of the abstract Weyl group actually means that the
orbit of any point in E \ ∪α∈∆aLα meets all the Weyl chambers. Let us assume the contrary.
Let p ∈ E \ ∪α∈∆aLα such that its orbit under action of the abstract Weyl group dose not
meet all the Weyl chambers, then clearly there exist two Weyl chambers C1, C2 which are
separated by a hyperplane Lα for α ∈ ∆a such that the orbit of p meets C1 but it does not
meet C2. Suppose λ(p) ∈ C1 for some λ ∈W∆a(E), then rα ◦ λ(p) is an element of C2 which
is a contradiction. For observing that the induced action of the abstract Weyl group on the
set of all Weyl chambers is free, one just needs to note that according to 2.4.4 the action of
the abstract Weyl group on E is free and the orbit of each point meets any Weyl chamber
only once (see [OV]).

Corollary 2.4.6 All the Weyl chambers of an abstract root system are isometric.

Definition 2.4.7 The topological closure C of an open Weyl chamber C is called a closed
Weyl chamber. Let us define r-dimensional open faces of C recursively with respect to
r. First we define the n-dimensional open face of C to be the open Weyl chamber C. Then
assume we have defined open faces of the closed Weyl chamber of dimension greater than r
then we define a r-dimensional face to be the interior of the intersection of C \

⋃
r<iCi with

an r-dimensional linear subspace of E when it is nonempty, where the interior means interior
in the r-dimensional linear subspace and Ci is the union of all open faces of dimension i.

2.5 The root system

Definition 2.5.1 A weight is a real irreducible representation of a torus T (i.e. T is a Lie
group such that T = (S1)n, for some n ∈ N). Now let G be a Lie group, T be a maximal torus
in G and ρ : G → Aut(V ) be a representation of G. Then for a given weight σ, the sum of
all invariant subspaces of V under ρ |T , such that restriction of ρ |T to them is isomorphic to
σ, is called the weight space of σ associated to ρ.

Any irreducible representation of T ' Rk/Zk is either the one-dimension trivial represen-
tation or it is isomorphic to θn for some n ∈ Nk \ (0, . . . , 0), where θn is defined as follows:
First let us define

(θn)∗ : t→ R, (x1, . . . , xk) 7→ n1x1 + . . .+ nkxk
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in t∗, where n = (n1, . . . , nk) ∈ Nk and t is identified with Rk. Then we define

θn : T ' (R/Z)k → R2

([x1], . . . , [xk]) ∈ (R/Z)k 7→
(

cos(2π(θn)∗(x1, . . . , xk)) − sin(2π(θn)∗(x1, . . . , xk))
sin(2π(θn)∗(x1, . . . , xk)) cos(2π(θn)∗(x1, . . . , xk))

)
.

See [WI].

Definition 2.5.2 Let G be a Lie group and T a maximal torus is G. Then α ∈ t∗ is a root
of G, if there exists n ∈ Nk \ (0, . . . , 0) such that α = (θn)∗ and θn has non-empty weight
space associated to AdG, where AdG is the adjoint representation of G. We denote the set of
all roots of G by ∆.

Remark 2.5.3 Let G be a connected compact Lie group and T be a maximal torus in G.
Then there exists a nondegenerate invariant symmetric bilinear from (, ) in g, such that its
restriction to t is positive definite. So t is an Euclidean space with restriction of (, ) to t, and
note that there exists a natural isomorphism between an Euclidean space and its dual, which
is given by sending t ∈ t to (t,−) ∈ t∗. Thus we can consider ∆ as a subset of t, and it
turns out that ∆ is a reduced abstract root system and the abstract Weyl group of this reduced
abstract root system coinsides with the Weyl group. We call the Weyl chambers of this root
system the Weyl chamber of the adjoint representation with respect to t.

see [OV] page 70-71

2.6 Complexification of the Lie algebra

Definition 2.6.1 Let K be a Lie group with Lie algebra k. We define the complexification of
k to be

kC = k⊗ C.

It inherits a Lie algebra structure from k by defining the bracket over kC to be

[v, w]kC =
∑

i∈I,j∈J

ci.c
′
j .[vi, wj ],

where v =
∑

i∈I vi ⊗ ci and w =
∑

j∈J wj ⊗ c′j two arbitrary elements of kC = k⊗ C and I, J
are two finite sets.

Definition 2.6.2 A non-zero linear map αc : tC → C is called a complex root of the repre-
sentation ad, if

kC
αc = {v ∈ kC : [t, v]kC = αc(t)v, for all t ∈ tC}

is not zero, where tC = t⊗ C ⊂ k⊗ C.

Theorem 2.6.3 Let K be a Lie group with Lie algebra k and R be set of its complex roots
then:

kC = kC
0 ⊕

(⊕
αc∈R

kC
αc

)
where k0 = {v ∈ kC : [t, v]kC = 0, t ∈ t}.

For a proof See [WI].
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2.7 Analytic structure

Let X be a topological space. A functional structure on X is a map FX assigning to each
open set U of X a subalgebra FX(U) of the algebra of real-valued continuous functions on U
such that the following conditions are satisfied.

1. for every U non-empty, Fx(U) contains all the constant functions on U ; FX(∅) is the
algebra consisting of only 0.

2. for every open subsets U and V such that U ⊂ V , and for every f ∈ FX(V ), the
restriction f |U belongs to FX(U); we agree that f |∅ is the only element 0 of FX(∅).

3. for every open cover {Vi}i∈I of U , and f a real-valued function on U such that f |Vi∈
FX(Vi) for every i ∈ I, then f ∈ FX(V ).

A structured space (X,FX) is a space X that is equipped with a functional structure FX . A
morphism of structured spaces (X,FX)→ (Y,FY ) is a continuous map γ : X → Y such that,
for every open subset V of Y and every f ∈ FY (V ), the composite function f ◦ γ belongs to
FX(γ−1(V )). A morphism of structured spaces is an isomorphism of structured spaces when
it is bijective and γ−1 is also a morphism of structured spaces.

Definition 2.7.1 An analytic manifold M is a manifold, equipped with a functional struc-
ture (F )M such that it admits a atlas (Ui, hi, Vi)i∈I , such that hi : (Ui,FUi) → (Vi,AVi) is
an isomorphism of structured spaces for every i ∈ I, where AVi is the functional structure of
analytic funtions. If M and N are analytic manifolds, then a morphism of structured spaces
(M,FM )→ (N,FN ) is simply be called an analytic map of X into Y . If such a morphism is
an isomorphism then it will simply called an analytic isomorphism.

Definition 2.7.2 An analytic group is a group G that is equipped with the structure of an
analytic manifold such that the map

G×G→ G, (x, y) 7→ xy−1

is an analytic map.

Proposition 2.7.3 For every connected Lie group G, there exists a unique analytic structure
which makes G an analytic group.

For existence see [K] page 43 and for uniqueness see [H] page 88.

Theorem 2.7.4 Let G be an analytic group, and let H be a closed subgroup of G. We define
FG/H on G/H as follows. Let U be any open subset of G/H. f is in FG/H(U) iff f ◦ π is
in FG(π−1(U)) where π is the natural map G → G/H. Then the functional structure FG/H

makes G/H into an analytic manifold, and the canonical map

q : G×G/H → G/H, (x, yH) 7→ xyH,

is analytic.

For a proof see [H] page 93.

Corollary 2.7.5 Let G be an analytic group, and let H be a closed subgroup of G. Then for
every analytic map f from G into an analytic manifold M which is constant on each coset of
H in G, the corresponding map fπ of G/H into M , where fπ ◦ π = f , is analytic.

For a proof see [H] pages 93-94.
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2.8 The unitary Lie group

Definition 2.8.1 A matrix U ∈M(n,C) is called to be a unitary matrix if

UU∗ = U∗U = In,

where the U∗ is the conjugate transpose of U. We denote the set of all unitary matrices by
U(n,C), which is a Lie subgroup of GL(n,C).

Proposition 2.8.2 The Lie algebra of the unitary group u(n,C) is Lie algebra isomorphic
with the space of all skew-Hermitian matrices with standard Lie bracket.

Proof. U(n,C) is zero set of the map

f : M(n,C)→M(n,C), U 7→ UU∗ − In.

For every U,A ∈M(n,C), we have

Df(U)A =
d

dt
f(U + tA) =

d

dt
((U + tA)(U∗ + tA∗))

=
d

dt

(
UU∗ + tUA∗ + tAU∗ + t2AA∗

)
= (UA∗ +AU∗ + tAA∗) |t=0= UA∗ +AU∗.

So
T (U(n,C)) |In= {A ∈M(n,C) : Df(In)A = A∗ +A = 0}.

Thus
u(n,C) ' {A ∈M(n,C) : A = −A∗}

A maximal torus for U(n,C) is

T =


 t1 . . . 0

...
. . .

...
0 . . . tn

 :| t1 |= . . . =| tn |= 1

 .

See [B] page 91. So the associated Cartan subalgebra of T is

t =


 ir1 . . . 0

...
. . .

...
0 . . . irn

 ∈ M(n,C) : ri ∈ R

 .

Now let

A =

 eit1 . . . 0
...

. . .
...

0 . . . eitn

 ∈ T
and B = (alk) ∈ U(n,C), then

Ad(A)B = ABA−1 = ((eitl/eitk)alk) = (ei(tl−tk)alk).
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Then for every i, j ∈ {1, . . . , n} Wij is an invariant subspace of U(n,C), where Wij =<
Eij , Eji > ∩U(n,C), here Eij is the matrix with 1 at ith row and jth column and 0 elsewhere.
Since for i < j, restriction of AdT to Wij is

e2πi(tl−tk) =
(

cos(2π(tl − tk) − sin(2π(tl − tk))
sin(2π(tl − tk)) cos(2π(tl − tk))

)
the weight space corresponding to e2πi(tl−tk) is non-empty. So according to the definition of
root

αij : t→ R,

 it1 . . . 0
...

. . .
...

0 . . . itn

→ ti − tj

is a root. Note that in the case i = j, Wij is one-dimensional and restriction of AdT is the
trivial representation. On the other hand, since

U(n,C) =
⊕
i≤j

Wij

and the decomposition of a representation into irreducible representations is unique, all the
roots are of the above form. So the open Weyl chambers of T are {(it1, . . . , itn) : tσ(1) < . . . <
tσ(n)}, for every σ a permutation of 1, . . . , n. In particular {(it1, . . . , itn) : t1 < . . . < tn}, is
an open Weyl chamber of T .

2.9 Local maximal torus reductions of a K-bundle

Let K be a compact Lie group with Lie algebra k and T ⊂ K be a fixed maximal torus. We
denote by k/K the quotient of k by K, where K acts on k by the adjoint representation.

Proposition 2.9.1 Let K be a connected compact Lie group and C ⊂ t be a closed Weyl
chamber, where t is the associated Cartan subalgebra of T . Then the natural map

C −→ k

K

is a homeomorphism.

Proof. First note that for any ϕ ∈ k there exists an element ψ in t which is conjugate with
ϕ, i.e. there exists k ∈ K such that Adk(ϕ) = ψ (see [OV] page 78). So the natural map

t→ k

K

is surjective. Now let ϕ1, ϕ2 ∈ t be conjugate i.e. Adk(ϕ1) = ϕ2 for some k ∈ K, then Adk(T )
and T are both maximal tori of K and both are contained in ZK(ϕ2) the connected centralizer
of ϕ2. Therefore they are conjugate in ZK(ϕ2), which means there exists u ∈ ZK(ϕ2) such
that Adu(Adk(T )) = T . So κ := uk is in the normalizer NK(T ), therefore ϕ1 and ϕ2 are
conjugate modulo NK(T ). This implies that the natural map

t

NK(T )
→ k

K
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is injective, but according to the above argument it is also surjective. Since any bijective
quotient map is a homeomorphism, the natural map t/NK(T ) → k/K is in particular a
homeomorphism. So

k

K
=

t

NK(T )
.

Now just note that T ⊂ NK(T ) and action of T on t is trivial, therefore

t

NK(T )
=

t

NK(T )/T
=

t

WK(T )
.

So
k

K
=

t

NK(T )
=

t

WK(T )
.

Now we show that t/WK(T ) is isomorphic with a closed Weyl chambers C. For showing that
we need to show that two distinct element of a closed Weyl chamber C cannot be conjugate
modulo WK(T ). Suppose x, y ∈ C and 0 6= w ∈ WK(T ) such that w(x) = y. Since the
action of WK(T ) on Weyl chambers is free and transitive, w(C) and C are two distinct Weyl
chambers and y = w(x) ∈ C ∩ w(C). Let c be the common face of C and w(C) of minimal
dimension which contains y. Since C and w(C) have a common face c, one can see there exists
a sequence of Weyl chambers (Ci)1≤i≤n such that C1 = C, Cn = w(C) and Ci,Ci+1 have a
common face of codimension 1, which contains c. We denote by wi the reflection with respect
to the common face of Ci and Ci+1 with codimension 1. Consider wn−1 ◦ wn−2 ◦ . . . ◦ w1, it
maps C to w(C), which implies wn−1 ◦wn−2 ◦ . . . ◦w1 = w because action of WK(T ) on Weyl
chambers is free and transitive. on the other hand wn−1 ◦wn−2 ◦ . . . ◦w1 preserves y because
for every i ∈ 1, . . . , n− 1, wi is the reflection with respect to the common face of Ci and Ci+1

which contains c and therefore it preserves y. Thus t/WK(T ) = C.

Let K be a connected compact Lie group and P a principal K-bundle over an arbitrary
manifold B. We fix a closed Weyl chamber C ⊂ t. C decomposes as a disjoint union of
convex sets, the open faces of C. Each open face is the interior of a face of C.
Let ϕ ∈ Γ(ad(P )) (ad(P ) := P ×K k, where K acts on k from the left by (k, p) 7→ Ad(k)p),
by Proposition 2.2.9 we can regard ϕ as a K-equivariant map f : P → k, define

[ϕ] : B → k/K, p 7→ f(u)/ ∼,

where u ∈ Pp and f(u)/ ∼ is used to denote the equivalent class of f(u) in k/K. Note that it
is well-defined i.e. it is independent of the choice of u ∈ Pp, because if v is another element in
Pp, there exists gu,v such that ugu,v = v as was mentioned in the proof of Proposition 2.2.9.
Therefore Ad(g−1

u,v)f(u) = f(v), which means f(v) and f(u) are in the same equivalent class.

Lemma 2.9.2 Let c be a open face of a close Weyl chamber C of T , then ZK(γ) = {k ∈ K :
Ad(k)γ = γ} is the same for any γ ∈ c, therefore ZK(γ) = ZK(c) for every γ ∈ c.

Proof. Since K is connected, any centralizer of the form ZK(u) with u ∈ k is connected,
so it suffices to look at the Lie algebras of these centralizers zK(u) = {k ∈ k : [u, k] = 0}.
According to Theorem 2.6.3 we have

kC = kC
0 ⊕

(⊕
αc∈R

kC
αc

)
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therefore for every k ∈ k we can write k = k0 +
∑

αc
kαc , where k0 ∈ k0 and kαc ∈ kαc for every

αc ∈ R. So
[u, k]kC = [u, k0]kC +

∑
αc

[u, kαc ]kC =
∑

αc∈R

αc(u)kαc .

Since the none-zero {kαc}α∈R are linearly independent,
∑

αc∈R α
c(u)kαc is zero if and only if

αc(u) is zero for every αc ∈ R with kαc 6= 0. Therefore

zk(u) = {k ∈ kC : [k, u]kC = 0} ∩ k =

 ⊕
αc∈R,αc(u)=0

kC
αc

⊕ kC
0

 ∩ k.

But the map
γ 7→ {αc ∈ R : αc(γ) = 0} ⊂ R

is constant on the open face c, because

c ⊂
⋂

αc∈Λ

ker(αc),

where Λ := {αc ∈ ∆a : ∃γ ∈ c such that αc(γ) = 0}.

Lemma 2.9.3 The map

ω : K/ZK(c)× c→ k, ([k], γ) 7→ Ad(k)γ.

is an embedding. We denote the image of ω by adK(c).

Proof. First of all note that it is a well-defined map, because for every p ∈ c and k, k′ ∈
K, such that k−1k′ = ZK(c) we have p = Ad(k−1k′)(p) = Ad(k)−1.Ad(k′)(p), therefore
Ad(k′)(p) = Ad(k)(p).
Now we define

K → Hom(< c >, k), k 7→ Ad(k) ◦ i,

where < c > is the linear span space of c and i is the inclusion map < c >→ k. This map
is analytic because it is the composition of Ad : K → Autk and i, which are both analytic.
According to the proof of Lemma 2.9.2, ZK(γ) is the same not only for every γ ∈ c but for
every γ ∈< c >, since the map

γ 7→ {αc ∈ R : αc(γ) = 0} ⊂ R

is constant on whole < c >. So according to Corollary 2.7.5

Υ : K/ZK(c)→ Hom(< c >, k)

is analytic and in particular differentiable, where we consider Hom(< c >, k) with its natural
analytic structure as a finite dimensional vector space.
Now one can see easily that ω = Π ◦ (Υ× I), where Π is

Π : Hom(< c >, k)× < c >→ k, (A, k) 7→ A(k),
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and I : c →< c > is the inclusion map. So ω is differentiable, since it is a composition of
differentiable maps.
For every k ∈ K, the map

lk : K/Z(c)→ K/Z(c), [a] 7→ [ka]

is a diffeomorphism due to Corollary 2.7.5, so to show that ω is an immersion it suffices
to check injectivity of the differential just for points of type ([e], p), where p ∈ c. Because
for an arbitrary point ([k0], p) ∈ K/Z(c) × c we have ω = Ad(k0) ◦ ω ◦ (lk−1

0
× idc) by

applying the chain rule we get Dω([k0], p) = DAd(k0) ◦ Dω([e], p) ◦ D(lk−1
0
× idc)([k0], p),

but DAd(k0) = Ad(k0) ∈ Aut(k) and lk−1
0
× idc is a diffeomorphism, therefore Dω(k0, p) is

injective if and only if Dω(0, p) is injective. Let (φ(t), ψ(t)) be a curve in K/ZK(c)× c such
that (φ(0), ψ(0)) = ([e], p) and let φ′(0) ∈ k/zK(c) and ψ′(0) ∈< c > be their derivation
at zero. We want to show that when φ′(0) and ψ′(0) are not simultaneously zero, then
ω′(φ(0), ψ(0))(φ′, ψ′) is not zero, which is by the chain rule equivalent to

((Ad)(φ(0)) ◦ i) (ψ′(0)) +
(
ad(φ′(0)) ◦ i

)
(ψ(0)) 6= 0.

Since φ(0) = [e] and (
ad(φ′(0)) ◦ i

)
(ψ(0)) = [φ′(0), ψ(0)],

we have ((Ad)(φ(0)) ◦ i) (ψ′(0)) + (ad(φ′(0)) ◦ i) (ψ(0)) = ψ′(0) + [φ′(0), ψ(0)]. Now as in the
proof of Lemma 2.9.2 we have

[φ′(0), ψ(0)] = −[ψ(0), φ′(0)]kC

= −[ψ(0), φ′(0)0]kC −
∑
αc

[ψ(0), φ′(0)αc ]kC

= −
∑

αc∈R

αc(ψ(0))φ′(0)αc .

So [φ′(0), ψ(0)] does not lay in < c >⊂ k, except when it is zero. One can see easily that for
c = 0 the lemma holds, so we can always assume ψ(t) 6= 0. Therefore ψ′(0) + [φ′(0), ψ(0)] 6= 0
when ψ′ and φ′ are not simultaneously zero.
It remains to show that ω is a homeomorphism onto its image adK(c). First note that ω is
injective. Let {aj}j∈N be a converging sequence in adK(c), and let {(bj , dj)}j∈N be the inverse
image of {aj}j∈N; it suffices to show that {(bj , dj)}j∈N converges in K/ZK(c) × c. For this
we just need to prove that {dj}j∈N and {bj}j∈N, are converging in c and K/Z(c) respectively.
Let h be the natural map k → k/K ' C. Then dj = h(aj) for every j ∈ N, since the orbit
of each point meets a closed Weyl chamber at exactly one point (see [OV] page 78). So
{dj}j∈N converges in C, because h is continuous and {ai}j∈N converges in adK(c). Let W be
a compact nighborhood of d, where d is the limit of {dj}j∈N. Then there exists N0 ∈ N such
that dj ∈W for N0 < j, so (bj , aj) lies in K/Z(c)×W . But

ω |K/Z(c)×W : K/Z(c)×W → k

is a homeomorphism to its image, because K/Z(c)×W is compact and k is Hausdorff. There-
fore {(bj , dj)}N0<j converges and ω−1 : adK(c)→ K/Z(c) is continuous.

37



Proposition 2.9.4 Let ϕ ∈ Γ(ad(P )). Suppose that the map

B
[ϕ]−→ k/K

'−→ C

takes values in a fixed open face c of C. Then the space ϕ−1(c)/T ⊂ P/T is a locally trivial
fiber bundle with standard fiber ZK(c)/T over B.

Proof. According to Lemma 2.9.3, ω is an embedding, therefore it is a diffeomorphism
between K/Z(c)×c and adK(c). Let τ : adK(c)→ K/Z(c)×c be its inverse. Since [ϕ](B) ⊂ c,
the image of ϕ lies in adk(c). So we can define the map ξ := π1 ◦ τ ◦ ϕ : P → K/Z(c), where
π1 : K/Z(c)× c→ K/Z(c) is the projection map on the first component. ξ is a K-equivariant
map because for every u ∈ P and g ∈ K we have

ϕ(ug) = ad(g−1)ϕ(u) = ω
(
g−1π1 (τ (ϕ(u))) , π2 (τ (ϕ(u)))

)
,

so
τ(ϕ(ug)) = (g−1π1 ◦ τ(ϕ(u)), π2 ◦ τ(ϕ(u))),

which means ξ(ug) = g−1ξ(u). So according to the Proposition 2.2.11 and its ensuing remark
{u ∈ P : ξ(u) = [e]} is an Z(c)-reduction of P , but

{u ∈ P : ξ(u) = [e]} = {u ∈ P : τ ◦ ϕ(u) = (k, p), k ∈ Z(c) and p ∈ c}
= {u ∈ P : ϕ(u) ∈ c}
= ϕ−1(c).

Therefore ϕ−1(c) is a principal fiber bundle with typical fiber Z(c), thus ϕ−1(c)/T is a locally
trivial fiber bundle.

Theorem 2.9.5 Let T be a fixed maximal torus in K and C be a fixed closed Weyl chamber
in t. Then for any f ∈ Γ(ad(P )) there exists an open dense subset W ⊂ B such that for any
x ∈W there exists cx, an open face of the closed Weyl chamber C, Ux an open neighborhood
of x in W and a T -reduction Πx ⊂ P |Ux of the restriction P |Ux, such that the restriction of
f |Ux to Πx can be given by a smooth map

λ ∈ C∞(Ux, cx) ⊂ C∞(Ux, t) = Γ(ad(Πx)).

Note that ”=” in C∞(Ux, t) = Γ(ad(Πx)) makes sense, because according to Proposition
2.2.9 there is a natural correspondence between sections of Γ(ad(Πx)) and T -equivariant maps
Πx → t, but since T acts on t trivially, any T -equivariant map Πx → k is fixed on any fiber
of ad(Πx), so it can be given by a smooth map from Ux the basis manifold of Πx to k.

Proof. Regard f as a K-equivariant map f : P → k and consider [f ] : B → k/K ' C as it is
defined above. Consider the filtration

C = Cd+1 ⊃ Cd ⊃ . . . ⊃ C0

of C, where Ci is the union of all open faces of the Weyl chamber with dimension less than
i, for all i ∈ {1, . . . , d+ 1} and C0 = ∅. We get a filtration by closed subsets

Bd+1 ⊃ Bd ⊃ . . . ⊃ B0
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of B, where Bi := [f ]−1(Ci). As in Lemma 1.5.1 we define

Fi := Bi \Bi−1 = [f ]−1(Ci \ Ci−1).

According to Lemma 1.5.1

W :=
r⋃

k=1

F ◦
k

is an open dense subset of B. For every x ∈ W there exists ix ∈ {1, . . . , d, d + 1} such
that x ∈ F ◦

ix
, so there exists an open contractible neighborhood Ux of x in F ◦

ix
. Since Ux is

connected, [f ]−1(Ux) lies entirely in cx, a single open face of C, therefore by Lemma 2.9.4
(f |π−1(Ux))−1(cx)/T is a trivial bundle; triviality is yielded by the fact that Ux is contractible.
Since (f |π−1(Ux))−1(cx)/T is trivial we can find a section σx. Consider σx as section in
(P |Ux)/T , we define a T -reduction of P |Ux by

(g, g′) : (Ux × T )(Ux, T )→ P |Ux (Ux,K), g : (u, t) 7→ σx(u)t and g′ = Id.

and denote it by Πx. Note that the restriction of f to Πx is a smooth cx-valued map, since
f ◦ g(u, t) = f(σx(u)t) = f(σx(u)) ∈ cx.

Proposition 2.9.6 Theorem 2.9.5 implies Proposition 1.5.9, therefore it can be seen as a
generalization of proposition 1.5.9.

Proof. Let πE : E → B be a complex vector bundle of rank d, h a Hermitian metric in
E, f a positive definite Hermitian endomorphism of E and LO(E)(B,U(d,C)) the principal
orthogonal frame bundle of E as it is defined in Example 2.2.4. Then according to Theorem
2.9.5 for a fixed maximal torus T in U(d,C) and a fixed closed Weyl chamber C in t, if g is a
section in (B, ad(LO(E))) = LO(E)×ad u(d,C), there exists an open dense W ⊂ B such that
for every x ∈W there exists an open face cx ⊂ C, an open neighborhood Ux of x in B and a
T -reduction Πx ⊂ P |Ux of the restriction P |Ux such that g |Ux is defined by a smooth map

λ ∈ C∞(Ux, cx) ⊂ C∞(Ux, t) = Γ(ad(Πx)).

So in particular it holds for the maximal torus

T = {diag(e2πiλ1 , . . . , e2πiλd) : λi ∈ R},

where

diag(e2πiλ1 , . . . , e2πiλd) =


e2πλ1 0 . . . 0

0 e2πiλ2 . . . 0
...

...
. . .

...
0 0 . . . e2πiλd


and the closed Weyl chamber

{diag(iλ1, . . . , iλd) : λ1 ≤ λ2 ≤ . . . ≤ λd}.

Now we show that there is a natural correspondence between skew-Hermitian endomorphism
of E and U(d,C)-equivariant smooth maps LO(E) → u(d,C). Let g be a skew-Hermitian
endomorphism of E, we define

θg : LO(E)→ u(d,C), u 7→Mg
u
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where Mg
u denotes the matrix of g |Eπu

with respect to the orthogonal basis u (here matrices
effect from left instead of right). Since g is a skew-Hermitian endomorphism, Mg

u is in u(d,C).
Let u′ = uA for an arbitrary A ∈ U(n,C), then Mg

u′ = A−1Mg
uA; therefore θg is U(d,C)-

equivariant and smoothness follows from smoothness of g.
Now let θ : LO(E)→ u(d,C) be a U(d,C)-equivariant smooth map, then we define

gθ : E → E, v 7→ vθ(u),

where u is an orthogonal basis for EπE(v) and v is vector of EπE(v) written in the basis
u. gθ is well-defined, because if u′ be another orthogonal basis for EπE(v), then θ(u′) =
A−1

u,u′θ(u)Au,u′ , where Au,u′ is the basis change matrix of u to u′. Since the matrix of a skew-
Hermitian morphism with respect to an orthogonal basis is a skew-Hermitian matrix, gθ is
skew-Hermitian. One can see easily gθg = g and θgθ = θ. Now consider θif , then there exists
an open dense W ⊂ B such that for every x ∈ W there exists an open face cx ⊂ C, Ux an
open neighborhood of x in B and a T -reduction Πx ⊂ P |Ux of the restriction P |Ux such that
θif |Ux is defined by a smooth map

λ ∈ C∞(Ux, cx) ⊂ C∞(Ux, t) = Γ(ad(Πx)).

Let σ : U ′ → Πx be local section of Πx on an open neighborhood of x in Ux, then θif ◦ σ =
λ ◦σ : U ′ → C. Therefore there exist smooth functions µi : U ′ → R, for i ∈ 1, . . . , d such that
θif ◦ σ(p) = Mf

σ(p) = diag(iµ1, . . . , iµd). So θf ◦ σ(p) = Mf
σ(p) = diag(µ1, . . . , µd), for every

p ∈ U ′, which means

f(p) =
d∑

i=1

µi.ei(p)⊗ ei(p),

for every p ∈ U ′, where σ(p) =< e1(p), . . . , ed(p) > and {ei(p)}1≤i≤d is the dual basis of
{ei(p)}1≤i≤d. Since f ∈ Herm+(E), for every i ∈ 1, . . . , d and p ∈ U ′, we have 0 < µi. So we
can set λi(p) = log(µi(p)), then we get

f(p) =
d∑

i=1

eλi(p).ei(p)⊗ ei(p)
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