New stability results for impulsive stochastic delayed recurrent neural networks by using fixed point theory
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Abstract
New sufficient conditions for asymptotic stability and exponential stability of a class of impulsive stochastic delayed recurrent neural networks are presented by using fixed point method. Our results neither require the boundedness, monotonicity and differentiability of the activation functions nor differentiability of the time varying delays, and the abrupt changes can be linear and nonlinear. In particular, a class of impulsive delayed neural networks without stochastic perturbations is also considered. Two examples are given to illustrate our main results.
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1. Introduction and main results

Neural networks have received an increasing interest in various areas such as optimization, signal processing, pattern recognition and image processing [3, 5, 6] in the past few decades.

Due to the finite switching speed of neurons and amplifiers in the implementation of neural networks, time delays which may lead to instability and bad performance in neural processing and signal transmission are commonly encountered. In addition, neural networks usually have a spatial extent due to the presence of a multitude of parallel pathways with a variety of axon sizes and lengths [18]. Thus there will be a distribution of conduction velocities along these pathways and a distribution of propagation delays [20]. In these circumstances the signal propagation is not instantaneous and can not be modeled with discrete delays. Therefore, a more appropriate way which incorporates continuously distributed delays in neural network models is proposed. Further, due to random fluctuations and probabilistic causes in the network, noises do exist in a neural network. On the other hand, besides delay and stochastic effects, impulsive effects are also likely to exist in the neural networks systems, which could be stabilized or destabilized the systems. Therefore, it is necessary to take delay effects, stochastic effects and impulsive effects into account on dynamical behaviors of neural networks.

Lyapunov’s direct method has long been viewed the main classical method of studying stability problems in many areas of stochastic delay differential equations. However, there is a large set of problems for which it has been ineffective when we use it for studying some classes of stochastic delay differential equations. For instance, it is ineffective if the equation has unbounded terms or if the delay is unbounded, and it is ineffective when dealing with some real world problems which naturally involve average properties. Therefore, an alternative may be explored to overcome such difficulties.

Recently, Burton [2] has utilized the fixed point theory to investigate the stability for deterministic systems, which shows that some of the difficulties posed by Lyapunov’s direct method vanish when applying fixed point theory. Luo [13] and Appleby [1] have applied this powerful method to deal with the stability problems for stochastic delay differential equations, and afterwards, a great number of classes of stochastic delay differential equations are discussed by using fixed point method, see, for example, [4, 11, 12, 15, 16]. It turned out that fixed point method is a powerful technique in dealing with stability problems for differential equations with delays and stochastic differential equations with delays.
In this paper, we apply fixed point method to study asymptotic stability and exponential stability of a class of stochastic delayed neural networks with impulsive effects, which is described by

\[
\begin{align*}
\dot{x}(t) &= \left[-c_i x(t) + \sum_{j=1}^{n} a_{ij} f_j(x_j(t)) + \sum_{j=1}^{n} b_{ij} g_j(x_j(t-\tau(t))) + \sum_{j=1}^{n} l_j \int_{\tau(t)}^{t} h_j(x_j(s)) \, ds\right] \, dt \\
&\quad + \sum_{j=1}^{n} \sigma_{ij}(t, x(t), x(t-\tau(t))) \, d\omega_j(t), \quad t \neq t_k \\
\Delta x(t_k) &= I_k(x(t_k)), \quad t = t_k, \quad k = 1, 2, 3, \ldots
\end{align*}
\]

or

\[
\begin{align*}
\dot{x}(t) &= \left[-c_i x(t) + A f(x(t)) + B g(x(t-\tau(t))) + W \int_{\tau(t)}^{t} h(x(s)) \, ds\right] \, dt + \sigma(t, x(t), x(t-\tau(t))) \, d\omega(t), \quad t \neq t_k \\
\Delta x(t_k) &= I_k(x(t_k)), \quad t = t_k, \quad k = 1, 2, 3, \ldots
\end{align*}
\]

where \( x(t) = (x_1(t), x_2(t), \ldots, x_n(t))^T \in \mathbb{R}^n \) is the state vector associated with the neuron, \( C = \text{diag}(c_1, c_2, \ldots, c_n) > 0 \) where \( c_j > 0 \) represents the rate with which the \( j \)-th unit will reset its potential to the resting state in isolation when disconnected from the network and the external stochastic perturbations; \( A = (a_{ij})_{n \times n} \) and \( W = (b_{ij})_{n \times n} \) represent the connection weight matrix, delayed connection weight matrix and distributed delayed connection weight matrix, respectively; \( f_j, g_j, h_j \) are activation functions, \( f(x(t)) = (f_1(x(t)), f_2(x(t)), \ldots, f_n(x(t)))^T \in \mathbb{R}^n \), \( g(x(t)) = (g_1(x(t)), g_2(x(t)), \ldots, g_n(x(t)))^T \in \mathbb{R}^n \), \( h(x(t)) = (h_1(t_1), h_2(t_2), \ldots, h_n(t_n))^T \in \mathbb{R}^n \). Moreover, \( \omega(t) = (\omega_1(t), \omega_2(t), \ldots, \omega_n(t))^T \in \mathbb{R}^n \) is an \( n \)-dimensional Brownian motion defined on a complete probability space \((\Omega, \mathcal{F}, \mathbb{P})\) with natural complete filtration \( \{\mathcal{F}_t\}_{t \geq 0} \) (i.e., \( \mathcal{F}_t \) := completion of \( \sigma(\omega(s); 0 \leq s \leq t) \) and \( \sigma : \mathbb{R}^+ \times \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}^{n \times n} \), \( \sigma = (\sigma_{ij})_{n \times n} \) is the diffusion coefficient matrix. \( \Delta x(t_k) = I_k(x(t_k)) = x_i(t_k^+) - x_i(t_k^-) \) is the impulse at moment \( t_k \), and \( t_1 < t_2 < \cdots \) is a strictly increasing sequence such that \( \lim_{k \to \infty} t_k = +\infty \), \( x_i(t_k^-) \) and \( x_i(t_k^+) \) stand for the right-hand and left-hand limit of \( x_i(t) \) at \( t = t_k \), respectively. \( I_k(x(t_k)) \) shows the abrupt change of \( x_i(t) \) at the impulsive moment \( t_k \).

The initial condition for the system (1) is given by

\[
x(\theta) = \phi(\theta), \quad t \in [\theta, 0],
\]

where \( \phi(t) = (\phi_1(t), \phi_2(t), \ldots, \phi_n(t))^T \in C([\theta, 0], L^p_{\mathcal{F}_\theta}(\Omega; \mathbb{R}^n)) \) with the norm is defined as

\[
\|\phi\|^p = \sup_{\theta \leq s \leq 0} \mathbb{E} \left( \sum_{i=1}^{n} |\phi_i(s)|^p \right),
\]

where \( \mathbb{E} \) denotes expectation with respect to the probability measure \( \mathbb{P} \).

To obtain our main results, we suppose the following conditions are satisfied:

(A1) the delays \( \tau(t), r(t) \) are continuous functions such that \( t - \tau(t) \to \infty \) and \( t - r(t) \to \infty \) as \( t \to \infty \);

(A2) \( f_j(x), g_j(x) \), and \( h_j(x) \) satisfy Lipschitz condition. That is, for each \( j = 1, 2, 3, \ldots, n \), there exists constants \( \alpha_j, \beta_j, \gamma_j \) such that for every \( x, y \in \mathbb{R}^n \),

\[
|f_j(x) - f_j(y)| \leq \alpha_j |x - y|, \quad |g_j(x) - g_j(y)| \leq \beta_j |x - y|, \quad |h_j(x) - h_j(y)| \leq \gamma_j |x - y|;
\]

(A3) There exists nonnegative constants \( \rho_{ik} \) such that for any \( x, y \in \mathbb{R}^n \),

\[
|I_k(x) - I_k(y)| \leq \rho_{ik} |x - y|, \quad i = 1, 2, \ldots, n, \quad k = 1, 2, 3, \ldots;
\]

(A4) Assume that \( f(0) \equiv 0, g(0) \equiv 0, h(0) \equiv 0, \sigma(t, 0) \equiv 0, \ldots, I_k(0) \equiv 0; \)

(A5) \( \sigma(t, x, y) \) satisfies a Lipschitz condition. That is, there are nonnegative constants \( \mu_i \) and \( \nu_i \) such that

\[
\text{trace} \left[ (\sigma(t, x, y) - \sigma(t, u, v))^T (\sigma(t, x, y) - \sigma(t, u, v)) \right] \leq \sum_{i=1}^{n} \left[ \mu_i (x_i - u_i)^2 + \nu_i (y_i - v_i)^2 \right].
\]
The solution \( x(t) := x(t; s, \phi) \) of the system (1) is, for the time \( t \), a piecewise continuous vector-valued function with the first kind discontinuity at the points \( t_k \) \((k = 1, 2, \cdots)\), where it is left continuous, i.e.,

\[
x_i(t_k^-) = x_i(t_k), \quad x_i(t_k^+) = x_i(t_k) + I_{\delta}(x_i(t_k)), \quad i = 1, 2, \cdots, n, \quad k = 1, 2, \cdots.
\]

**Definition 1.1.** The trivial solution of system (1) is said to be stable in \( p \)th \((p \geq 2)\) moment if for arbitrary given \( \epsilon > 0 \), there exists a \( \delta > 0 \) such that \( \mathbb{E}[\|x\|_p^p] < \delta \) guarantees that

\[
\mathbb{E}[\|x(t, 0, \phi)\|_p^p] < \epsilon, \quad t \geq 0.
\]

where \( \phi(t) \in C\{[\theta, 0], L_p^p(\Omega; \mathbb{R}^n)\} \). In particular, when \( p = 2 \), we say it is mean square stable.

**Definition 1.2.** The trivial solution of system (1) is said to be asymptotically stable in \( p \)th \((p \geq 2)\) moment if it is stable in \( p \)th \((p \geq 2)\) moment and there exists a scalar \( \sigma > 0 \) such that \( \lim_{t \to \infty} E[\|x(t, 0, \phi)\|_p^p] = 0 \).

where \( \phi(t) \in C\{[\theta, 0], L_p^p(\Omega; \mathbb{R}^n)\} \).

**Definition 1.3.** The trivial solution of system (1) is said to be \( p \)th \((p \geq 2)\) moment exponentially stable if there exists a pair of positive constants \( \lambda \) and \( C \) such that

\[
\mathbb{E}[\|x(t, 0, \phi)\|_p^p] \leq CE[\|\phi\|_p^p]^{e^{-\lambda t}}, \quad t \geq 0,
\]

holds for \( \phi(t) \in C\{[\theta, 0], L_p^p(\Omega; \mathbb{R}^n)\} \). Especially, when \( p = 2 \), it is called to be exponentially stable in mean square.

Define \( \mathcal{S}_0 \) the space of all \( \mathcal{F}_t \)-adapted processes \( \varphi(t, \omega) : [\theta, \infty) \times \Omega \to \mathbb{R}^n \) such that \( \varphi \in C\{[\theta, \infty), L_p^p(\Omega; \mathbb{R}^n)\} \).

\( \varphi(t, \omega) \) is continuous on \( t \neq t_k \) \((k = 1, 2, \cdots)\), \( \lim_{t \to t_k^-} \varphi(t, \omega) \) and \( \lim_{t \to t_k^+} \varphi(t, \omega) \) exist, and \( \varphi(t, \omega) = \varphi(t_k, \omega) \) for \( k = 1, 2, \cdots \). Moreover, we set \( \varphi(t, \omega) = \varphi(t) \) for \( t \in [\theta, 0] \) and \( \mathbb{E}\left(\sum_{i=1}^{n} |\varphi_i(t)|^p\right) \to 0 \) as \( t \to \infty, i = 1, 2, \cdots \). If we define the metric as the form

\[
\|\varphi\|_p := \sup_{t > \theta} \left(\mathbb{E}\sum_{i=1}^{n} |\varphi_i(t)|^p\right), \quad (3)
\]

then \( \mathcal{S}_0 \) is a complete metric space with respect to the norm (3). Using the contraction mapping defined on the space \( \mathcal{S}_0 \) and applying the contraction mapping principle, we obtain our first main result.

**Theorem 1.4.** Suppose that the assumptions (A1)-(A5) hold. Assume that the following conditions are satisfied,

(i) the distributed delay \( r(t) \) is bounded by a constant \( r \);

(ii) there exist constants \( p_i \) \((i = 1, 2, \cdots, n)\) such that \( p_{i_k} \leq p_i(t_k - t_{k-1}), k = 1, 2, \cdots \);

(iii)

\[
\alpha \triangleq 6^{p-1} \sum_{i=1}^{n} c_i^{-p} \left( \sum_{j=1}^{n} |a_{ij}|^p |\alpha_j|^p \right)^{p/q} + 6^{p-1} \sum_{i=1}^{n} c_i^{-p} \left( \sum_{j=1}^{n} |b_{ij}|^p |\beta_j|^p \right)^{p/q} + 6^{p-1} \sum_{i=1}^{n} \left( \frac{1}{q} \right)^{p} \left( \sum_{j=1}^{n} |a_{ij}|^p |\gamma_j|^q \right)^{p/q} + 6^{p-1} n^{p-1} \sum_{i=1}^{n} c_i^{-p/2} \left( p_i^p/2 + v^p/2 \right) + 6^{p-1} c^{-1} \max_{i=1, 2, \cdots, n} \left( \frac{p_i}{c_i} \right)^p < 1, \quad (4)
\]

where \( c = \min\{c_1, c_2, \cdots, c_n\}, \mu = \max\{\mu_1, \mu_2, \cdots, \mu_n\}, \nu = \max\{\nu_1, \nu_2, \cdots, \nu_n\} \).

Then the trivial solution of (1) is \( p \)th moment asymptotically stable.
Define $C_d$ the space of all $F_t$-adapted processes $\varphi(t, \omega) : [\theta, \infty) \times \Omega \rightarrow \mathbb{R}^n$ such that $\varphi \in C([\theta, \infty), L_p^F(\Omega; \mathbb{R}^n))$, $\varphi(t, \omega)$ is continuous on $t \neq t_k$ ($k = 1, 2, \cdots$), $\lim_{t \rightarrow t_k^-} \varphi(t, \omega)$ and $\lim_{t \rightarrow t_k^-} \varphi(t, \omega)$ exist, and $\lim_{t \rightarrow t_k^-} \varphi(t, \omega) = \varphi(t_k, \omega)$ for $k = 1, 2, \cdots$. Moreover, we set $\varphi(t, \omega) = \phi(t)$ for $t \in [\theta, 0]$ and $e^{\mu \mathbb{E}(\sum_{i=1}^n |\varphi_i|^{p})} \rightarrow 0$ as $t \rightarrow \infty$, $A < \min[c_1, c_2, \cdots c_n]$, $i = 1, 2, \cdots n$. Then $C_d$ is a complete metric space with respect to the norm (3). Using the contraction mapping defined on the space $C_d$ and applying the contraction mapping principle, we obtain our second main result.

**Theorem 1.5.** Suppose that the assumptions (A1)-(A5) hold. Assume that the following conditions are satisfied,

(i) the discrete delay $\tau(t)$ and distributed delay $\tau_i(t)$ are bounded by a constant $\tau$;

(ii) there exist constants $p_i$ ($i = 1, 2, \cdots n$) such that $p_{ik} \leq p_i(t_k - t_{k-1})$, $k = 1, 2, \cdots$;

(iii)

$$
\alpha \triangleq 6^{p-1} \sum_{i=1}^n c_i^{-p} \left( \sum_{j=1}^n |a_{ij}|^p |x_j|^p \right)^{p/q} + 6^{p-1} \sum_{i=1}^n c_i^{-p} \left( \sum_{j=1}^n |b_{ij}|^p |\beta_j|^p \right)^{p/q} + 6^{p-1} \max_{i=1,2, \cdots n} \left( \frac{p_p}{c_i^{p+1}} \right) < 1, \tag{5}
$$

where $c = \min(|c_1, c_2, \cdots c_n|$, $\mu = \max(\mu_1, \mu_2, \cdots \mu_n)$, $\nu = \max(\nu_1, \nu_2, \cdots \nu_n)$.

Then the trivial solution of (1) is $p$th moment exponentially stable.

**Remark 1.6.** Theorem 1.5 and Theorem 1.4 present sufficient conditions for exponential stability and asymptotic stability of the system (1), respectively. In Theorem 1.5, both the discrete delay $\tau(t)$ and distributed delay $\tau_i(t)$ are required to be bounded, while the discrete delay $\tau(t)$ in Theorem 1.4 can be unbounded.

**Remark 1.7.** The system (1) is quite general and it includes several well-known neural network models as its special cases, see, for example, the models in [7, 8, 9, 10, 14, 17, 19, 21]. Sakthivel et al. [14] has considered asymptotic stability in mean square of the system (1) with linear impulsive effects, by employing Lyapunov functional method and using linear matrix inequality optimization approach. However, the time varying delays in [14] should satisfy $0 \leq h_1 \leq \tau(t) \leq h_2$, $\tau'(t) \leq \mu$, where $h_1, h_2$ are constants, the distributed delay $\tau_i(t)$ is bounded, $0 \leq \tau_i(t) \leq \tau_i$, $\tau_i$ is a constant. It is clearly that our main results do not require the differentiability of delays. On the other hand, condition (A2) implies that the activation functions discussed in this paper may be unbounded, non-monotonic and/or non-differentiable.

**Remark 1.8.** In this paper, our approach is based on the method by using fixed point theory, and in one step, a fixed point argument can yield the existence, uniqueness and stability criteria of the considered system. However, when using Lyapunov's direct method, one must independently verify that a solution exists. The stability criteria we provided in our main results are only in terms of the system parameters $c_i, a_{ij}, b_{ij}$, $l_{ij}$, $p_i$ etc. Hence, these criteria can be verified easily in applications.

Consider the case where there is no stochastic perturbations on the system (1), the stochastic neural networks become usual neural network which can be described as

$$
\begin{cases}
\frac{d x_i(t)}{d t} = -c_i x_i(t) + \sum_{j=1}^n a_{ij} f_j(x_j(t)) + \sum_{j=1}^n b_{ij} g_j(x_j(t - \tau(t))) + \sum_{j=1}^n l_{ij} \int_{t-\tau(t)}^{t} h_j(x_j(s)) d s, \quad t \neq t_k \\
\Delta x_i(t_k) = I_{ik}(x_i(t_k)), \quad t = t_k, \quad k = 1, 2, 3, \cdots
\end{cases}
\tag{6}
$$

or

$$
\begin{cases}
\frac{d x(t)}{d t} = -C x(t) + A f(x(t)) + B g(x - \tau(t)) + D \int_{t-\tau(t)}^{t} h(x(s)) d s, \quad t \neq t_k \\
\Delta x(t_k) = I_k(x(t_k)), \quad t = t_k, \quad k = 1, 2, 3, \cdots
\end{cases}
$$
for $i = 1, 2, 3, \cdots, n$, where $x(t) = (x_1(t), x_2(t), \cdots, x_n(t))^T$ is the neuron state vector of the transformed system (6).

The initial condition for the system (6) is

$$x(t) = \phi(t), \quad t \in [0, T].$$

where $\phi$ is a continuous function with the norm defined by $\|\phi\| = \sum_{i=1}^{n} \sup_{s \in [0, T]} |\phi_i(s)|$.

**Definition 1.9.** The trivial solution of (6) is said to be stable if for any $\epsilon > 0$, there exists $\delta > 0$ such that for any initial condition $\phi(s) \in C([0, T], \mathbb{R}^n)$ satisfying $\|\phi\| < \delta$, we have that the corresponding solution $\|x(t, s, \phi)\| < \epsilon$ for $t \geq 0$.

**Definition 1.10.** The trivial solution of (6) is said to be asymptotically stable if it is stable and for any initial condition $\phi(s) \in C([0, T], \mathbb{R}^n)$ we have that the corresponding solution $\lim_{t \to \infty} \|x(t, s, \phi)\| = 0$.

**Definition 1.11.** The trivial solution of (6) is said to be globally exponentially stable if there exist scalars $\lambda > 0$ and $\alpha > 0$ such that for any initial condition $\phi(s) \in C([0, T], \mathbb{R}^n)$, we have that the corresponding solution $\|x(t, s, \phi)\| \leq ae^{-\lambda t}\|\phi\|$ for $t \geq 0$.

Define $\mathcal{H}_\phi = \mathcal{H}_{\phi_1} \times \mathcal{H}_{\phi_2} \times \cdots \times \mathcal{H}_{\phi_n}$, where $\mathcal{H}_{\phi_k}$ is the space consisting of continuous functions $\varphi_i(t) : \mathbb{R} \to \mathbb{R}$ such that $\varphi_i(t)$ is continuous on $t \neq t_k$ ($k = 1, 2, \cdots$), $\lim_{t \to t_k^-} \varphi_i(t)$ and $\lim_{t \to t_k^+} \varphi_i(t)$ exist, and $\lim_{t \to t_k} \varphi_i(t) = \varphi_i(t_k)$. Moreover, we set $\varphi_i(\theta) = \phi(\theta)$ for $\theta \leq \theta \leq 0$ and $\varphi_i(t) \to 0$ as $t \to \infty$, $i = 1, 2, \cdots, n$. For any $\varphi(t), \eta(t) \in \mathcal{H}_\phi$, if we define the metric as

$$d(\varphi, \eta) = \sum_{i=1}^{n} \sup_{t \geq 0} |\varphi_i(t) - \eta_i(t)|,$$

then $\mathcal{H}_\phi$ is a complete metric space with respect to the norm (8). Using the contraction mapping defined on the space $\mathcal{H}_\phi$ and applying the contraction mapping principle, we obtain our third main result.

**Theorem 1.12.** Suppose that the assumptions (A1)-(A4) hold. Assume that the following conditions are satisfied,

(i) the distributed delay $\tau(t)$ is bounded by a constant $r$;

(ii) there exist constants $p_i$ ($i = 1, 2, \cdots, n$) such that $p_{ik} \leq p_i(t_k - t_{k-1})$, $k = 1, 2, \cdots$;

(iii) $\alpha \triangleq \sum_{i=1}^{n} \frac{1}{c_i} \max_{j=1,2,\cdots,n} |a_{ij}x_j| + \sum_{i=1}^{n} \frac{1}{c_i} \max_{j=1,2,\cdots,n} |b_{ij}y_j| + \sum_{i=1}^{n} \frac{r}{c_i} \max_{j=1,2,\cdots,n} |l_{ij}y_j| + \max_{i=1,2,\cdots,n} \left\{ \frac{p_i}{c_i} \right\} < 1$. (9)

Then the trivial solution of (6) is asymptotically stable.

Define $\mathcal{B}_\phi = \mathcal{B}_{\phi_1} \times \mathcal{B}_{\phi_2} \times \cdots \times \mathcal{B}_{\phi_n}$, where $\mathcal{B}_{\phi_k}$ is the space consisting of continuous functions $\varphi_i(t) : \mathbb{R} \to \mathbb{R}$ such that $\varphi_i(t)$ is continuous on $t \neq t_k$ ($k = 1, 2, \cdots$), $\lim_{t \to t_k^-} \varphi_i(t)$ and $\lim_{t \to t_k^+} \varphi_i(t)$ exist, and $\lim_{t \to t_k} \varphi_i(t) = \varphi_i(t_k)$. Moreover, we set $\varphi_i(\theta) = \phi(\theta)$ for $\theta \leq \theta \leq 0$ and $e^{\theta} \varphi_i(t) \to 0$ as $t \to \infty$, where $\lambda < \min\{c_1, c_2, \cdots, c_n\}$, $t = 1, 2, \cdots, n$. Then $\mathcal{B}_\phi$ is a complete metric space with respect to the metric (8). Using the contraction mapping defined on the space $\mathcal{B}_\phi$ and applying the contraction mapping principle, we obtain our fourth main result.

**Theorem 1.13.** Suppose that the assumptions (A1)-(A4) hold. Assume that the following conditions are satisfied,

(i) the discrete delay $\tau(t)$ and distributed delay $\tau(t)$ are bounded by a constant $r$;

(ii) there exist constants $p_i$ ($i = 1, 2, \cdots, n$) such that $p_{ik} \leq p_i(t_k - t_{k-1})$, $k = 1, 2, \cdots$;

(iii) $\alpha \triangleq \sum_{i=1}^{n} \frac{1}{c_i} \max_{j=1,2,\cdots,n} |a_{ij}x_j| + \sum_{i=1}^{n} \frac{1}{c_i} \max_{j=1,2,\cdots,n} |b_{ij}y_j| + \sum_{i=1}^{n} \frac{r}{c_i} \max_{j=1,2,\cdots,n} |l_{ij}y_j| + \max_{i=1,2,\cdots,n} \left\{ \frac{p_i}{c_i} \right\} < 1$. (10)

Then the trivial solution of (6) is exponentially stable.
Remark 1.14. Zhang et al. [21, 22] have investigated exponential stability and asymptotic stability of a class of impulsive cellular neural networks by using fixed point method, which is a special case of the system (6). Our results in Theorem 1.12 and Theorem 1.13 improve and extend the results in [21, 22] (see Remark 4.3 and Remark 5.2 for more information).

The rest of this paper is organized as follows. The proofs of Theorem 1.4 and Theorem 1.5 are presented in Section 2 and Section 3, respectively. The proofs of Theorem 1.12 and Theorem 1.13 are provided in Section 4 and Section 5, respectively. Some examples are given to illustrate our main results in Section 6.

2. Proof of Theorem 1.4

In this section, we prove Theorem 1.4. We start with some preparations.

Lemma 2.1. ([19]) Set \( \omega(t) = (\omega_1, \omega_2, \cdots, \omega_n)^T \) is a \( n \)-dimensional Brownian motion defined on a complete probability space \((\Omega, \mathcal{F}, \mathbb{P})\) we have the following formula

\[
\mathbb{E}\left( \int_0^t f_i(s) d\omega_i(s) \int_0^t f_j(s) d\omega_j(s) \right) = \mathbb{E}\left( \int_0^t f_i(s) f_j(s) d\langle \omega_i, \omega_j \rangle_s \right),
\]

where \( \langle \omega_i, \omega_j \rangle_s \) is cross-variations, \( \delta_{ij} \) is correlation coefficient, \( 1 \leq i, j \leq n \).

Multiply both sides of (1) by \( e^{\epsilon t} \), we obtain that for \( t \neq t_k \), \( i = 1, 2, 3, \cdots, n \),

\[
d e^{\epsilon t} x_i(t) = e^{\epsilon t} \left[ \sum_{j=1}^{n} a_{ij} f_j(x_j(t)) + \sum_{j=1}^{n} b_{ij} g_j(x_j(t - \tau(t))) + \sum_{j=1}^{n} l_{ij} \int_{t-\tau(t)}^{t} h_j(x_j(u)) \, du \right] \, dt + e^{\epsilon t} \sum_{j=1}^{n} \sigma_{ij}(t, x_j(t), x_j(t - \tau(t))) \, d\omega_j(t).
\]

Integrate (11) from \( t_{k-1} + \epsilon \) \( (\epsilon > 0) \) to \( t \in (t_{k-1}, t_k) \) \( (k = 1, 2, \cdots) \), we obtain that

\[
e^{\epsilon T} x_i(t) = e^{\epsilon (t_{k-1})} x_i(t_{k-1} + \epsilon) + \int_{t_{k-1} + \epsilon}^{t} e^{\epsilon s} \sum_{j=1}^{n} \sigma_{ij}(s, x_j(s), x_j(s - \tau(s))) \, d\omega_j(s)
\]

\[+ \int_{t_{k-1} + \epsilon}^{t} e^{\epsilon s} \left[ \sum_{j=1}^{n} a_{ij} f_j(x_j(s)) + \sum_{j=1}^{n} b_{ij} g_j(x_j(s - \tau(s))) + \sum_{j=1}^{n} l_{ij} \int_{s-\tau(s)}^{s} h_j(x_j(u)) \, du \right] \, ds. \quad (12)
\]

Let \( \epsilon \to 0 \) in (12), for \( t \in (t_{k-1}, t_k) \) \( (k = 1, 2, \cdots) \), we obtain that

\[
e^{\epsilon T} x_i(t) = e^{\epsilon (t_{k-1})} x_i(t_{k-1}) + \int_{t_{k-1}}^{t} e^{\epsilon s} \sum_{j=1}^{n} \sigma_{ij}(s, x_j(s), x_j(s - \tau(s))) \, d\omega_j(s)
\]

\[+ \int_{t_{k-1}}^{t} e^{\epsilon s} \left[ \sum_{j=1}^{n} a_{ij} f_j(x_j(s)) + \sum_{j=1}^{n} b_{ij} g_j(x_j(s - \tau(s))) + \sum_{j=1}^{n} l_{ij} \int_{s-\tau(s)}^{s} h_j(x_j(u)) \, du \right] \, ds. \quad (13)
\]

Set \( t = t_k - \epsilon \) \( (\epsilon > 0) \) in (13), we obtain that

\[
e^{\epsilon (t_{k-1})} x_i(t_k - \epsilon) = e^{\epsilon (t_{k-1})} x_i(t_{k-1}) + \int_{t_{k-1}}^{t_{k-1} - \epsilon} e^{\epsilon s} \sum_{j=1}^{n} \sigma_{ij}(s, x_j(s), x_j(s - \tau(s))) \, d\omega_j(s)
\]

\[+ \int_{t_{k-1} - \epsilon}^{t_{k-1}} e^{\epsilon s} \left[ \sum_{j=1}^{n} a_{ij} f_j(x_j(s)) + \sum_{j=1}^{n} b_{ij} g_j(x_j(s - \tau(s))) + \sum_{j=1}^{n} l_{ij} \int_{s-\tau(s)}^{s} h_j(x_j(u)) \, du \right] \, ds. \quad (14)
\]
Let \( \epsilon \to 0 \) in (14), we obtain that
\[
e^{\epsilon t} x_{t_k} = e^{\epsilon t_{k-1}} x_{t_{k-1}} + \int_{t_{k-1}}^{t_k} e^{\epsilon s} \left[ \sum_{i=1}^{n} \sigma_i (x_i(s)) \right] ds + \sum_{i=1}^{n} l_i \int_{s-r}^{s} h_j(x_j(u)) du \right| ds \quad (15)
\]
Note that \( x_{t_k} = x_{t_{k-1}} \), from (13) and (15), we obtain that for \( t \in (t_{k-1}, t_k) (k = 1, 2, \cdots) \),
\[
e^{\epsilon t} x_{t_k} = e^{\epsilon t_{k-1}} x_{t_{k-1}} + \int_{t_{k-1}}^{t_k} e^{\epsilon s} \left[ \sum_{i=1}^{n} \sigma_i (x_i(s)) \right] ds + \sum_{i=1}^{n} l_i \int_{s-r}^{s} h_j(x_j(u)) du \right| ds \quad (15)
\]
Hence,
\[
e^{\epsilon t_{k-1}} x_{t_{k-1}} = e^{\epsilon t_{k-2}} x_{t_{k-2}} + \int_{t_{k-2}}^{t_{k-1}} e^{\epsilon s} \left[ \sum_{i=1}^{n} \sigma_i (x_i(s)) \right] ds + \sum_{i=1}^{n} l_i \int_{s-r}^{s} h_j(x_j(u)) du \right| ds + e^{\epsilon t_{k-1} I_{t_{k-1}}(x_{t_{k-1}})}
\]
\[
e^{\epsilon t_{2}} x_{t_{2}} = e^{\epsilon t_{1}} x_{t_{1}} + \int_{t_{1}}^{t_{2}} e^{\epsilon s} \left[ \sum_{i=1}^{n} \sigma_i (x_i(s)) \right] ds + \sum_{i=1}^{n} l_i \int_{s-r}^{s} h_j(x_j(u)) du \right| ds \quad (15)
\]
\[
e^{\epsilon t_{1}} x_{t_{1}} = \phi(0) + \int_{0}^{t_{1}} e^{\epsilon s} \left[ \sum_{i=1}^{n} \sigma_i (x_i(s)) \right] ds + \sum_{i=1}^{n} l_i \int_{s-r}^{s} h_j(x_j(u)) du \right| ds \quad (15)
\]
which yields that for \( t > 0 \),
\[
x_{t_k} = e^{-\epsilon t} \phi(0) + \int_{0}^{t_k} e^{-\epsilon(s-t)} \sum_{i=1}^{n} a_{ij} f_{j}(x_{i}(s)) ds + \int_{0}^{t} e^{-\epsilon(s-t)} \sum_{i=1}^{n} b_{ij} g_{j}(x_{i}(s) - \tau(s)) ds \quad (15)
\]
\[
+ \int_{0}^{t_k} e^{-\epsilon(s-t)} \sum_{i=1}^{n} l_i \int_{s-r}^{s} h_j(x_j(u)) du ds
\]
\[
+ \int_{0}^{t_k} e^{-\epsilon(s-t)} \sum_{i=1}^{n} \sigma_i (x_i(s), x_j(s) - \tau(s)) du \right| ds + \sum_{i=1}^{n} e^{-\epsilon(t-t_i)} I_{\Delta}(x_{i}(t_i)).
\]
Lemma 2.2. Define an operator by $(Q\varphi)(t) = \varphi(t)$ for $t \in [\theta, 0]$, and for $t \geq 0$, $i = 1, 2, 3, \cdots, n$,

$$(Q\varphi)(t) = e^{-ct}\varphi(0) + \int_0^t e^{-c(t-s)} \sum_{j=1}^n a_{ij}f_j(\varphi(s)) \, ds + \int_0^t e^{-c(t-s)} \sum_{j=1}^n b_{ij}g_j(\varphi(s-\tau(s))) \, ds$$

$$+ \int_0^t e^{-c(t-s)} \sum_{j=1}^n l_{ij} \int_{s-\tau(s)}^t h_j(\varphi(u)) \, du \, ds$$

$$+ \int_0^t e^{-c(t-s)} \sum_{j=1}^n \sigma_{ij}(s, \varphi(s), \varphi(s-\tau(s))) \, d\omega_j(s) + \sum_{0 \leq k < \tau} e^{-c(t-t_k)} I_{\delta_k}(\varphi(t_k)). \hspace{1cm} (16)$$

Suppose that the assumptions (A1)-(A5) hold, and assume that the conditions (i)-(iii) in Theorem 1.4 are satisfied, then $Q : \mathcal{S}_b \to \mathcal{S}_b$ and $Q$ is a contraction mapping.

Proof. Denote $(Q\varphi)(t) := J_1(t) + J_2(t) + J_3(t) + J_4(t) + J_5(t) + J_6(t)$, where

$$J_1(t) = e^{-ct}\varphi(0), \quad J_2(t) = \int_0^t e^{-c(t-s)} \sum_{j=1}^n a_{ij}f_j(\varphi(s)) \, ds,$$

$$J_3(t) = \int_0^t e^{-c(t-s)} \sum_{j=1}^n b_{ij}g_j(\varphi(s-\tau(s))) \, ds,$$

$$J_4(t) = \int_0^t e^{-c(t-s)} \sum_{j=1}^n l_{ij} \int_{s-\tau(s)}^t h_j(\varphi(u)) \, du \, ds,$$

$$J_5(t) = \int_0^t e^{-c(t-s)} \sum_{j=1}^n \sigma_{ij}(s, \varphi(s), \varphi(s-\tau(s))) \, d\omega_j(s)$$

$$J_6(t) = \sum_{0 \leq k < \tau} e^{-c(t-t_k)} I_{\delta_k}(\varphi(t_k)).$$

Step1. From the definition of Banach space $\mathcal{S}_b$, we have that $E \sum_{i=1}^n |\varphi(t)|^p < \infty$, for all $t \geq 0, \varphi \in \mathcal{S}_b$.

Step2. We prove the continuity in $p$th moment of $Q$ on $[0, \infty)$. It is clearly that $(Q\varphi_i)(t)$ is continuous on $[\theta, 0]$. For a fixed time $t > 0$, it is easy to check that $J_1(t), J_2(t), J_3(t), J_4(t), J_5(t)$ are continuous in $p$th moment on the fixed time $t \neq t_k$ ($k = 1, 2, \cdots$). In the following, we check the $p$th moment continuity of $J_6(t)$ on the fixed time $t \neq t_k$ ($k = 1, 2, \cdots$). Let $\varphi \in \mathcal{S}_b, t \geq 0$, and $|t|$ be sufficiently small, take the limit $r \to 0$, we obtain that

$$E \sum_{i=1}^n |J_5(t+r) - J_5(t)|^p = \sum_{i=1}^n \left| \int_0^\infty \left( e^{-c(t+r-s)} - e^{-c(t-s)} \right) \sum_{j=1}^n \sigma_{ij}(s, \varphi(s), \varphi(s-\tau(s))) \, d\omega_j(s) \right|^p$$

$$+ \left| \int_0^{\tau} e^{-c(t+r-s)} \sum_{j=1}^n \sigma_{ij}(s, \varphi(s), \varphi(s-\tau(s))) \, d\omega_j(s) \right|^p$$

$$\leq n^{p-1} \sum_{i=1}^n \sum_{j=1}^n E \left[ \int_0^\infty \left( e^{-c(t+r-s)} - e^{-c(t-s)} \right) \sigma_{ij}(s, \varphi(s), \varphi(s-\tau(s))) \, d\omega_j(s) \right|^p$$

$$+ \left| \int_0^{\tau} e^{-c(t+r-s)} \sum_{j=1}^n \sigma_{ij}(s, \varphi(s), \varphi(s-\tau(s))) \, d\omega_j(s) \right|^p$$

$$\leq (2n)^{p-1} \sum_{i=1}^n \sum_{j=1}^n E \left[ \int_0^\infty \left( e^{-c(t+r-s)} - e^{-c(t-s)} \right) \sigma_{ij}(s, \varphi(s), \varphi(s-\tau(s))) \, d\omega_j(s) \right|^p$$

$$+ (2n)^{p-1} \sum_{i=1}^n \sum_{j=1}^n E \left[ \int_0^{\tau} e^{-c(t+r-s)} \sigma_{ij}(s, \varphi(s), \varphi(s-\tau(s))) \, d\omega_j(s) \right|^p$$
Now, we estimate the right-hand terms of (17). By Hölder inequality, obtain that
\[
\lim_{r \to 0} E \left[ \int_0^r e^{-c(t+s)} \sigma_j^2(s, \varphi_j(s), \varphi_j(s - \tau(s))) \, ds \right]^{p/2} = 0
\]
Hence, \((Q\varphi_i)(t)\) is continuous in \(p\)th moment on the fixed time \(t \neq t_k\) \((k = 1, 2, \cdots)\). On the other hand, as \(t = t_k\), it is easy to check that \(J_{1i}(t), J_{2i}(t), J_{4i}(t), J_{5i}(t)\) are continuous in \(p\)th moment on the fixed time \(t = t_k\) \((k = 1, 2, \cdots)\). In the following, we check \(p\)th moment continuity of \(J_{6i}(t)\) on \(t = t_k\) \((k = 1, 2, \cdots)\). Let \(r < 0\) be small enough,
\[
E \sum_{i=1}^n |J_{6i}(t_k + r) - J_{6i}(t_k)|^p = E \sum_{i=1}^n \left| \sum_{0 < t_a < t_k + r} e^{-c(t_k-r-t_a)} I_{lm}(\varphi_i(t_m)) - \sum_{0 < t_a < t_k} e^{-c(t_k-t_a)} I_{lm}(\varphi_i(t_m)) \right|^p
\]
which implies that \(\lim_{r \to 0} E \sum_{i=1}^n |J_{6i}(t_k + r) - J_{6i}(t_k)|^p = 0\). Let \(r > 0\) be small enough,
\[
E \sum_{i=1}^n |J_{6i}(t_k + r) - J_{6i}(t_k)|^p = E \sum_{i=1}^n \left| \sum_{0 < t_a < t_k + r} e^{-c(t_k-r-t_a)} I_{lm}(\varphi_i(t_m)) - \sum_{0 < t_a < t_k} e^{-c(t_k-t_a)} I_{lm}(\varphi_i(t_m)) \right|^p
\]
which implies that \(\lim_{r \to 0} E \sum_{i=1}^n |J_{6i}(t_k + r) - J_{6i}(t_k)|^p = E \sum_{i=1}^n |J_{6i}(\varphi_i(t_k))|^p\).

Based on the above discussion, we obtain that \((Q\varphi)(t): [0, \infty) \to L_p^p(\Omega; \mathbb{R}^n)\) is continuous in \(p\)th moment on \(t \neq t_k\) \((k = 1, 2, \cdots)\), and for \(t = t_k\) \((k = 1, 2, \cdots)\), \(\lim_{t \to t_k^-} (Q\varphi)(t) = (Q\varphi)(t_k)\) exist. Furthermore, we also obtain that \(\lim_{t \to t_k^+} (Q\varphi)(t) = (Q\varphi)(t_k)\).

**Step 3.** We prove that \(Q(S_g) \subseteq S_g\). From (16),
\[
E \sum_{i=1}^n |J_{j_i}(t)|^p = E \sum_{i=1}^n \left| \sum_{j=1}^6 J_{j_i}(t) \right|^p \leq 6^{p-1} \sum_{i=1}^n E \left( \sum_{j=1}^n |J_{j_i}(t)|^p \right).
\]
Now, we estimate the right-hand terms of (17). By Hölder inequality,
\[
E \sum_{i=1}^n |J_{2i}(t)|^p = E \sum_{i=1}^n \left| \int_0^r e^{-c(t-s)} \sum_{j=1}^n a_{ij} f_j(\varphi_j(s)) \, ds \right|^p
\]

\[
\leq \sum_{i=1}^n \left\{ \left( \int_0^r e^{-pc(t-s)} \sum_{j=1}^n |a_{ij} f_j(\varphi_j(s))|^q \, ds \right)^{p/q} \right\}
\]

\[
\leq \sum_{i=1}^n \left( \int_0^r e^{-c(t-s)} \sum_{j=1}^n |a_{ij} f_j(\varphi_j(s))|^q \, ds \right)^{p/q}
\]

\[
\leq \sum_{i=1}^n \left( \int_0^r e^{-c(t-s)} \sum_{j=1}^n |a_{ij} f_j(\varphi_j(s))|^q \, ds \right)^{p/q}
\]

\[
\leq \int_0^r e^{-c(t-s)} \sum_{j=1}^n |a_{ij} f_j(\varphi_j(s))|^q \, ds.
\]

\[
\leq \sum_{i=1}^n \left( \int_0^r e^{-c(t-s)} \sum_{j=1}^n |a_{ij} f_j(\varphi_j(s))|^q \, ds \right)^{p/q}
\]

\[
\leq \int_0^r e^{-c(t-s)} \sum_{j=1}^n |a_{ij} f_j(\varphi_j(s))|^q \, ds.
\]

(18)
With the similar computation as (18), we obtain that

$$\mathbb{E} \sum_{i=1}^{n} |S_i(t)|^p \leq \sum_{i=1}^{n} e^{-p/q} \left( \sum_{j=1}^{n} |\beta_j|^q \right)^{p/q} \int_0^\infty e^{-c_i(t-s)} \mathbb{E} \left[ \sum_{j=1}^{n} |\varphi_j(s-\tau(s))|^p \right] ds. $$

$$\mathbb{E} \sum_{i=1}^{n} |A_i(t)|^p \leq \sum_{i=1}^{n} e^{-p/q} \left( \sum_{j=1}^{n} |\gamma_j|^q \right)^{p/q} \int_0^\infty e^{-c_i(t-s)} \mathbb{E} \left[ \sum_{j=1}^{n} \int_{s-\tau(s)}^s \varphi_j(u) du \right] ds \leq \sum_{i=1}^{n} \left( \frac{r}{c_i} \right)^{p/q} \left( \sum_{j=1}^{n} |\gamma_j|^p \right)^{p/q} \int_0^\infty e^{-c_i(t-s)} \int_{s-\tau(s)}^s \mathbb{E} \left[ \sum_{j=1}^{n} |\varphi_j(u)|^p \right] du ds. $$

(19)

Using Lemma 2.1 and Hölder inequality, we obtain that

$$\mathbb{E} \sum_{i=1}^{n} |S_i(t)|^p = \sum_{i=1}^{n} \mathbb{E} \left[ \int_0^\infty e^{-c_i(t-s)} \sum_{j=1}^{n} \sigma_{ij}(s, \varphi_j(s), \varphi_j(s-\tau(s))) \omega_j(s) \right] \leq n^{p-1} \sum_{i=1}^{n} \sum_{j=1}^{n} \mathbb{E} \left[ \left( \int_0^\infty e^{-c_i(t-s)} \sigma_{ij}(s, \varphi_j(s), \varphi_j(s-\tau(s))) \omega_j(s) \right)^{p/2} \right]$$

$$= n^{p-1} \sum_{i=1}^{n} \sum_{j=1}^{n} \mathbb{E} \left[ \int_0^\infty e^{-c_i(t-s)} \sigma_{ij}^2(s, \varphi_j(s), \varphi_j(s-\tau(s))) ds \right]^{p/2} \leq n^{p-1} \sum_{i=1}^{n} \sum_{j=1}^{n} \mathbb{E} \left[ \int_0^\infty e^{-c_i(t-s)} \left( \mu_j \varphi_j^2(s) + \nu \varphi_j^2(s-\tau(s)) \right) ds \right]^{p/2} \leq n^{p-1} 2^{p/2-1} \sum_{i=1}^{n} \sum_{j=1}^{n} \mathbb{E} \left[ \left( \int_0^\infty e^{-c_i(t-s)} ds \right)^{p/2-1} \int_0^\infty e^{-c_i(t-s)} \mu_j \varphi_j^2(s) ds \right]$$

$$+ n^{p-1} 2^{p/2-1} \sum_{i=1}^{n} \sum_{j=1}^{n} \mathbb{E} \left[ \left( \int_0^\infty e^{-c_i(t-s)} ds \right)^{p/2-1} \int_0^\infty e^{-c_i(t-s)} \mu_j \varphi_j^2(s-\tau(s)) ds \right] \leq n^{p-1} \sum_{i=1}^{n} \sum_{j=1}^{n} \mathbb{E} \left[ \mu_j^{p/2} \int_0^\infty e^{-c_i(t-s)} \sum_{j=1}^{n} |\varphi_j(s)|^p ds + \nu^{p/2} \int_0^\infty e^{-c_i(t-s)} \sum_{j=1}^{n} |\varphi_j(s-\tau(s))|^p ds \right] \leq n^{p-1} \sum_{i=1}^{n} \sum_{j=1}^{n} \mathbb{E} \left[ \mu_j^{p/2} \int_0^\infty e^{-c_i(t-s)} \sum_{j=1}^{n} |\varphi_j(s)|^p ds + \nu^{p/2} \int_0^\infty e^{-c_i(t-s)} \sum_{j=1}^{n} |\varphi_j(s-\tau(s))|^p ds \right].$$

Further, from (A3), we know that $|I_{A_i}(x_i(t_k))| \leq p_{A_i}(x_i(t_k))$, combining with the condition (ii), we obtain that

$$\mathbb{E} \sum_{i=1}^{n} |A_i(t)|^p \leq \mathbb{E} \sum_{i=1}^{n} \left[ \sum_{k=0}^{t_k} e^{-c_i(t_k-s)} p_{A_i}(x_i(t_k)) \right]^p \leq \mathbb{E} \sum_{i=1}^{n} \left[ \sum_{k=0}^{t_k} e^{-c_i(t_k-s)} |\varphi_i(t_k)| (t_k - t_{k-1}) \right]^p \leq \mathbb{E} \sum_{i=1}^{n} \left[ \int_0^\infty e^{-c_i(t-s)} |\varphi_i(s)| ds \right]^p \leq \mathbb{E} \sum_{i=1}^{n} \left( \int_0^\infty e^{-c_i(t-s)} ds \right)^{p/q} \int_0^\infty e^{-c_i(t-s)} |\varphi_i(s)|^p ds.$$
\[
\sum_{i=1}^{n} |\varphi(t)| \to 0 \quad \text{as} \quad t \to 0 \quad \text{and} \quad t - r(t) \to \infty \quad \text{as} \quad t \to \infty. 
\]

Thus, from (17) to (21), we obtain that \( \sum_{i=1}^{n} |Q\varphi(t)|^p \to 0 \) as \( \sum_{i=1}^{n} |\varphi(t)|^p \to 0 \). Therefore, \( Q : \mathcal{S}_\theta \to \mathcal{S}_\theta \).

**Step 4.** We prove that \( Q \) is a contraction mapping. For any \( \varphi, \psi \in \mathcal{S}_\theta \), from (17) to (21), we obtain

\[
\sup_{s \geq 0} \left\{ \mathbb{E} \left[ \sum_{i=1}^{n} (Q\varphi(s) - Q\psi(s))^p \right] \right\} \\
\leq 5^{p-1} \sup_{s \geq 0} \left\{ \mathbb{E} \left[ \sum_{i=1}^{n} \left( \int_0^t e^{-c(s-u)} \sum_{j=1}^{n} a_{ij} (f_j(x_j(u)) - f_j(y_j(u))) \, du \right)^p \right] \right\} \\
+ 5^{p-1} \sup_{s \geq 0} \left\{ \mathbb{E} \left[ \int_0^t e^{-c(s-u)} \sum_{j=1}^{n} b_{ij} \left( g_j(x_j(u) - \tau(u)) - g_j(y_j(u) - \tau(u)) \right) \, du \right]^p \right\} \\
+ 5^{p-1} \sup_{s \geq 0} \left\{ \mathbb{E} \left[ \sum_{i=1}^{n} \left( \int_0^t e^{-c(s-u)} \sum_{j=1}^{n} l_{ij} \left( h_i(\varphi(v)) - h_i(\psi(v)) \right) \, dv \right) \right]^p \right\} \\
+ 5^{p-1} \sup_{s \geq 0} \left\{ \mathbb{E} \left[ \sum_{i=1}^{n} \left( \int_0^t e^{-c(s-u)} \sum_{j=1}^{n} \sigma_j(s, x_j(s), x_j(u) - \tau(u)) - \sigma_j(s, y_j(s), y_j(u) - \tau(u)) \right) \, du \right]^p \right\} \\
+ 5^{p-1} \sup_{s \geq 0} \left\{ \mathbb{E} \left[ \sum_{i=1}^{n} \sum_{l \geq s} e^{-c(s-u)} (I_\alpha(\varphi(t_l))) - I_\alpha(\psi(t_l))) \right]^p \right\} \\
\leq 5^{p-1} \sup_{s \geq 0} \left\{ \mathbb{E} \left[ \sum_{i=1}^{n} c_i^{p/q} \left( \left( \sum_{j=1}^{n} |a_{ij}|^p |\varphi_j|^p \right)^{p/q} \int_0^t e^{-c(s-u)} \mathbb{E} \left[ \sum_{j=1}^{n} |\varphi_j(u) - \psi(u)|^p \right] \, du \right) \right\} \\
+ 5^{p-1} \sup_{s \geq 0} \left\{ \mathbb{E} \left[ \sum_{i=1}^{n} c_i^{p/q} \left( \left( \sum_{j=1}^{n} |b_{ij}|^p |\varphi_j|^p \right)^{p/q} \int_0^t e^{-c(s-u)} \mathbb{E} \left[ \sum_{j=1}^{n} |\varphi_j(u) - \psi(u)|^p \right) \right]^p \right\} \\
+ 5^{p-1} \sup_{s \geq 0} \left\{ \mathbb{E} \left[ \sum_{i=1}^{n} \left( \frac{1}{c_i} \right) \left( \sum_{j=1}^{n} |l_{ij}|^p |\varphi_j|^p \right)^{p/q} \int_0^t e^{-c(s-u)} \int_{\tau(u)}^t \mathbb{E} \left[ \sum_{j=1}^{n} |\varphi_j(v) - \psi(v)|^p \right) \, dv \right)^p \right\} \\
+ 5^{p-1} \sup_{s \geq 0} \left\{ \sum_{i=1}^{n} \left( \frac{1}{c_i} \right)^{p/2} \left( \sum_{j=1}^{n} |c_i^p |\varphi_j(u) - \psi(u)|^p \right) \right\} \\
+ 5^{p-1} \sup_{s \geq 0} \left\{ \sum_{i=1}^{n} \left( \frac{1}{c_i} \right)^{p/2} \left( \sum_{j=1}^{n} |c_i^p |\varphi_j(u) - \psi(u)|^p \right) \right\} \\
+ 5^{p-1} \sup_{s \geq 0} \left\{ \sum_{i=1}^{n} \left( \frac{1}{c_i} \right)^{p/2} \left( \sum_{j=1}^{n} |c_i^p |\varphi_j(u) - \psi(u)|^p \right) \right\} \\
\leq 5^{p-1} \left\{ \sum_{i=1}^{n} \left( \frac{1}{c_i} \right)^{p/2} \left( \sum_{j=1}^{n} |a_{ij}|^p |\varphi_j|^p \right)^{p/q} + \sum_{i=1}^{n} \left( \frac{1}{c_i} \right)^{p/2} \left( \sum_{j=1}^{n} |b_{ij}|^p |\varphi_j|^p \right)^{p/q} \right\}
\]
it follows from (4), we obtain that
\[ t(\delta < \epsilon) \] such that \[ x(t) \] defined in (16). We claim that
\[ \begin{cases} \sum_{j=1}^{n} |\phi_j(t)|^p \leq n & \sum_{i=1}^{n} |x_i(s)|^p \right) ds \\
+ \int_{0}^{t} e^{-c(t-s)} \sum_{j=1}^{n} |x_j(s-t(s))|^p ds \\
+ \int_{0}^{t} e^{-c(t-s)} \sum_{j=1}^{n} |x_j(a)|^p ds \\
+ \max_{i=1,2,\ldots,n} \left( \frac{p_i}{c_i} \right) \int_{0}^{t} e^{-c(t-s)} \sum_{i=1}^{n} |x_i(s)|^p ds \\
\leq 6^{p-1} \delta + 6^{p-1} \sum_{i=1}^{n} \left( \frac{p_i}{c_i} \right) \int_{0}^{t} e^{-c(t-s)} \sum_{i=1}^{n} |x_i(s)|^p ds \\
+ 6^{p-1} \sum_{i=1}^{n} \left( \frac{p_i}{c_i} \right) \int_{0}^{t} e^{-c(t-s)} \sum_{i=1}^{n} |x_i(s)|^p ds \\
+ 6^{p-1} \sum_{i=1}^{n} \left( \frac{p_i}{c_i} \right) \int_{0}^{t} e^{-c(t-s)} \sum_{i=1}^{n} |x_i(s)|^p ds \\
+ 6^{p-1} n^{p-1} \sum_{i=1}^{n} \left( \frac{p_i}{c_i} \right) \int_{0}^{t} e^{-c(t-s)} \sum_{i=1}^{n} |x_i(s)|^p ds \\
\\leq (1 - \alpha) \epsilon + \alpha \epsilon = \epsilon,
\end{cases} \]
which is a contradiction. Therefore, the trivial solution of (1) is asymptotically stable in \( p \)th moment.

Let \( l_{ij} \equiv 0 \), we come to the following stochastically perturbed hopfield neural networks with time-varying delays,
\[ \begin{cases} dx(t) = [ -C x(t) + A f(x(t)) + B g(x(t - \tau(t))) ] dt + \sigma(t, x(t), x(t - \tau(t))) d\omega(t), & t \neq t_k \\
\Delta x(t_k) = I_k(x(t_k)), & t = t_k, \quad k = 1, 2, 3, \ldots.
\end{cases} \]

**Corollary 2.3.** Suppose that the assumptions (A1)-(A5) hold. Assume that
(i) there exist constants \( p_i (i = 1, 2, \ldots, n) \) such that \( p_{i k} \leq p_{i, n - k}, i = 1, 2, \ldots, n \).
With the similar computation as (24), we obtain that
\[ (22) \]
Note that the delay \( \tau(t) \) in Corollary 2.3 can be unbounded.

**Remark 2.4.** Note that the delay \( \tau(t) \) in Corollary 2.3 can be unbounded.

3. Proof of Theorem 1.5

Define the operator \( Q \) as (16). Following the proof of Theorem 1.4, we find that to show Theorem 1.5, we only need to prove that \( e^{t\mu} \sum_{i=1}^{n} |Q \phi_i(t)|^p \to 0 \) as \( t \to \infty \). It follows from (16) that
\[
e^{t\mu} \sum_{i=1}^{n} |Q \phi_i(t)|^p = e^{t\mu} \sum_{i=1}^{n} \sum_{j=1}^{n} J_{ji}(t) \| \phi_j(s) \|^p \leq 6^{p-1} e^{t\mu} \sum_{i=1}^{n} \left( \sum_{j=1}^{n} |J_{ji}(t)|^p \right). \tag{23}\]

Now, we estimate the right-hand terms of (23). First, by using H"older inequality,
\[
e^{t\mu} \sum_{i=1}^{n} |J_{ji}(t)|^p = e^{t\mu} \sum_{i=1}^{n} \left| \int_{0}^{t} e^{-c(t-s)} \sum_{j=1}^{n} a_{ij} f_j(\phi_j(s)) ds \right|^p \leq e^{t\mu} \sum_{i=1}^{n} \left( \int_{0}^{t} e^{-c(t-s)} ds \right)^{p/q} \left( \sum_{j=1}^{n} |a_{ij} f_j(\phi_j(s))|^q \right)^p \int_{0}^{t} e^{-c(t-s)} \left( \sum_{j=1}^{n} a_{ij} |\phi_j(s)|^q \right) ds \leq e^{t\mu} \sum_{i=1}^{n} \left( \int_{0}^{t} e^{-c(t-s)} ds \right)^{p/q} \left( \int_{0}^{t} \left( \sum_{j=1}^{n} a_{ij} |\phi_j(s)|^q \right) ds \right) \left( \sum_{j=1}^{n} |f_j(\phi_j(s))|^p \right) \int_{0}^{t} e^{-c(t-s)} ds \leq e^{t\mu} \sum_{i=1}^{n} \left( \int_{0}^{t} \left( \sum_{j=1}^{n} a_{ij} |\phi_j(s)|^q \right) ds \right)^{p/q} \left( \int_{0}^{t} e^{-c(t-s)} ds \right)^{p/q} \left( \sum_{j=1}^{n} |f_j(\phi_j(s))|^p \right) \int_{0}^{t} e^{-c(t-s)} ds. \tag{24}\]

With the similar computation as (24), we obtain that
\[
r^{t\mu} \sum_{i=1}^{n} |J_{ji}(t)|^p \leq e^{t\mu} \sum_{i=1}^{n} c_i^{p/q} \left( \sum_{j=1}^{n} |b_{ij}|^q |\beta_j|^q \right)^{p/q} \int_{0}^{t} e^{-c(t-s)} ds \left( \sum_{j=1}^{n} |f_j(s - \tau(s))|^p \right) ds \leq e^{t\mu} \sum_{i=1}^{n} c_i^{p/q} \left( \sum_{j=1}^{n} |b_{ij}|^q |\beta_j|^q \right)^{p/q} \int_{0}^{t} e^{-c(t-s)} ds \left( \sum_{j=1}^{n} |f_j(s - \tau(s))|^p \right) ds.
\]
\[
r^{t\mu} \sum_{i=1}^{n} |J_{ji}(t)|^p \leq e^{t\mu} \sum_{i=1}^{n} c_i^{p/q} \left( \sum_{j=1}^{n} |l_{ij}|^q |\gamma_j|^q \right)^{p/q} \int_{0}^{t} e^{-c(t-s)} ds \left( \sum_{j=1}^{n} |f_j(u)|^p \right) ds.
\]
\begin{align*}
&\leq e^{\beta \sum_{i=1}^{n} \left( \frac{\tau}{c_i} \right)^{p/q}} \left( \sum_{j=1}^{n} |u_j|^q \right)^{p/q} \left( \sum_{j=1}^{n} |y_j|^q \right)^{p/q} \int_{0}^{\infty} e^{-c(t-s)} \int_{s-r(t)}^{s} \mathbf{E} \left( \sum_{j=1}^{n} |\phi_j(u)|^p \right) \, du \, ds \\
&\leq e^{\beta \sum_{i=1}^{n} \left( \frac{\tau}{c_i} \right)^{p/q}} \left( \sum_{j=1}^{n} |u_j|^q \right)^{p/q} \left( \sum_{j=1}^{n} |y_j|^q \right)^{p/q} \int_{0}^{\infty} e^{-c(t-s)} \int_{s-r(t)}^{s} e^{\lambda_{\tau} \sum_{j=1}^{n} |\phi_j(u)|^p} \, du \, ds
\end{align*}

Using Lemma 2.1 and Hölder inequality, we obtain that

\begin{align*}
&\sum_{i=1}^{n} \left| J_{\theta_i}(t)^p \right| = e^{\beta \sum_{i=1}^{n} \mathbf{E} \left( \left| \int_{0}^{\infty} e^{-c(t-s)} \sum_{j=1}^{n} \sigma_{ij}(s, \phi_j(s), \phi_j(s-\tau(s))) \, d\omega_j(s) \right|^p \right)} \\
&\leq e^{\beta \sum_{i=1}^{n} \mathbf{E} \left( \left( \int_{0}^{\infty} e^{-c(t-s)} \sum_{j=1}^{n} \sigma_{ij}^2(s, \phi_j(s), \phi_j(s-\tau(s))) \, d\omega_j(s) \right)^{p/2} \right)} \\
&\leq e^{\beta \sum_{i=1}^{n} \mathbf{E} \left( \left( \int_{0}^{\infty} e^{-2c(t-s)} \sigma_{ij}^2(s, \phi_j(s), \phi_j(s-\tau(s))) \, ds \right)^{p/2} \right)} \\
&\leq e^{\beta \sum_{i=1}^{n} \mathbf{E} \left( \left( \int_{0}^{\infty} e^{-2c(t-s)} \mu_j \phi_j^2(s) + v_j \phi_j^2(s-\tau(s)) \, ds \right)^{p/2} \right)} \\
&\leq e^{\beta \sum_{i=1}^{n} \left( \int_{0}^{\infty} e^{-2c(t-s)} \mu_j \phi_j^2(s) \, ds \right)^{p/2} \left( \int_{0}^{\infty} e^{-2c(t-s)} v_j \phi_j^2(s-\tau(s)) \, ds \right)^{p/2}} \\
&+ e^{\beta \sum_{i=1}^{n} \left( \int_{0}^{\infty} e^{-2c(t-s)} \mu_j \phi_j^2(s) \, ds \right)^{p/2} \left( \int_{0}^{\infty} e^{-2c(t-s)} v_j \phi_j^2(s-\tau(s)) \, ds \right)^{p/2}} \\
&\leq e^{\beta \sum_{i=1}^{n} \left( \int_{0}^{\infty} e^{-c(t-s)} \sum_{j=1}^{n} |\phi_j(s)|^p \, ds \right)^{1/p}} \\
&+ e^{\beta \sum_{i=1}^{n} \left( \int_{0}^{\infty} e^{-c(t-s)} \sum_{j=1}^{n} |\phi_j(s-\tau(s))|^p \, ds \right)^{1/p}} \\
&\leq \sum_{i=1}^{n} \left( \int_{0}^{\infty} e^{-c(t-s)} \sum_{j=1}^{n} |\phi_j(s)|^p \, ds \right)^{1/p} \\
&+ e^{\beta \sum_{i=1}^{n} \left( \int_{0}^{\infty} e^{-c(t-s)} \sum_{j=1}^{n} |\phi_j(s-\tau(s))|^p \, ds \right)^{1/p}}
\end{align*}

Further, from (A3), we know that \( |I_{\theta_k}(t_k(t_k)| \leq p_{\theta_k}(x(t_k)) \), combining with the condition that \( p_{\theta_k} \leq p_{\theta(t_k - t_k-1)} \), we obtain that

\begin{align*}
&\sum_{i=1}^{n} \left| J_{\theta_i}(t)^p \right| \leq e^{\beta \sum_{i=1}^{n} \left( \int_{0}^{\infty} e^{-c(t-s)} \sum_{j=1}^{n} |\phi_j(s)|^p \, ds \right)^{1/p}} \\
&\leq e^{\beta \sum_{i=1}^{n} \left( \int_{0}^{\infty} e^{-c(t-s)} \sum_{j=1}^{n} |\phi_j(s)|^p \, ds \right)^{1/p}} \\
&\leq e^{\beta \sum_{i=1}^{n} \left( \int_{0}^{\infty} e^{-c(t-s)} \sum_{j=1}^{n} |\phi_j(s)|^p \, ds \right)^{1/p}}
\end{align*}
Define an operator by
\[
(9)
\]
\[
\phi \text{ holds, then } P \in \mathbb{C}_n, \text{ which is a solution of the system (1) such that } e^{\alpha(t)} \phi(t) \to 0 \text{ as } t \to \infty. \]
This completes the proof.

**Corollary 3.1.** Suppose that the assumptions (A1)-(A5) hold. Assume that
(i) the discrete delay \( \tau(t) \) is bounded by a constant \( \tau \);
(ii) there exist constants \( p_i \) (\( i = 1, 2, \ldots, n \)) such that \( p_i \leq p_i(t_k - t_{k-1}), \) \( k = 1, 2, \ldots, \)
(iii) \( \alpha^{-1} \sum_{i=1}^{n} \left( \sum_{i=1}^{n} |a_{ij}|^p |x_j(t)| \right)^{\frac{p}{q}} + \alpha^{-1} \sum_{i=1}^{n} \left( \sum_{i=1}^{n} |b_{ij}|^q |x_j(t)|^q \right)^{\frac{p}{q}} + \alpha \sum_{i=1}^{n} \max_{i=1, 2, \ldots, n} \left\{ \frac{p_i}{c_{i+1}} \right\} < 1,
\]
where \( c = \min\{c_1, c_2, \ldots, c_n\}, \mu = \max\{\mu_1, \mu_2, \ldots, \mu_n\}, \nu = \max\{\nu_1, \nu_2, \ldots, \nu_n\} \).

Then the trivial solution of (22) is \( p \)th moment exponentially stable.

**4. Proof of Theorem 1.12**

In this section, we prove Theorem 1.12. We start with some preparations.

Using similar computations as in Section 2, we obtain that for \( t \geq 0, \) the system (6) is equivalent to
\[
x_i(t) = e^{-\alpha t} x_i(0) + \int_0^t e^{-\alpha(t-s)} \sum_{j=1}^{n} a_{ij} g_j(x_j(s)) ds + \int_0^t e^{-\alpha(t-s)} \sum_{j=1}^{n} b_{ij} g_j(x_j(s - \tau(s))) ds + \int_0^t e^{-\alpha(t-s)} \sum_{j=1}^{n} l_{ij} \int_{s-\tau(s)}^{s} g_j(x_j(u)) du ds + \sum_{0 \leq \mu < t} e^{-\alpha(t-\mu)} I_\mu(x_i(t_\mu)), \quad i = 1, 2, 3, \ldots, n, \quad k = 1, 2, \ldots.
\]

**Lemma 4.1.** Define an operator by \( (P \varphi)(\theta) = \phi(\theta), \) for \( -\tau \leq \theta \leq 0; \) and for \( t \geq 0, \)
\[
P \varphi(t) = e^{-\alpha t} \varphi(0) + \int_0^t e^{-\alpha(t-s)} \sum_{j=1}^{n} a_{ij} g_j(x_j(s)) ds + \int_0^t e^{-\alpha(t-s)} \sum_{j=1}^{n} b_{ij} g_j(\varphi(s - \tau(s))) ds + \int_0^t e^{-\alpha(t-s)} \sum_{j=1}^{n} l_{ij} \int_{s-\tau(s)}^{s} g_j(x_j(u)) du ds + \sum_{0 \leq \mu < t} e^{-\alpha(t-\mu)} I_\mu(x_i(t_\mu)) \]
\[= I_1(t) + I_2(t) + I_3(t) + I_4(t) + I_5(t). \] (28)

If condition (9) holds, then \( P : \mathcal{S}_\varphi \to \mathcal{S}_\varphi \) and \( P \) is a contraction mapping.
Proof. First, we prove that \( P_{S_{\delta}} \subseteq S_{\delta} \). In view of (28), it is easy to check that \( (P_{S_{\delta}})(t) \) is continuous on fixed time \( t \neq t_k \) \( (k = 1, 2, \cdots) \). On the other hand, as \( t = t_k \) \( (k = 1, 2, \cdots) \), it is not difficult to show that \( I_1(t), I_2(t), I_3(t), I_4(t) \) is continuous on fixed time \( t = t_k \) \( (k = 1, 2, \cdots) \). Let \( r < 0 \) be small enough, we obtain that

\[
|J_5(t_k + r) - J_5(t_k)| \leq \sum_{0 < c_2 < t_k} e^{-c_j(t_k + r) - t_k} I_{m}(\varphi_i(t_m)) - \sum_{0 < c_2 < t_k} e^{-c_j(t_k - t_k)} I_{m}(\varphi_i(t_m))
\]

which implies that \( \lim_{r \to 0^-} |J_5(t_k + r) - J_5(t_k)| = 0 \). Let \( r > 0 \) be small enough, we obtain that

\[
|J_5(t_k + r) - J_5(t_k)| = \sum_{0 < c_2 < t_k} e^{-c_j(t_k + r) - t_k} I_{m}(\varphi_i(t_m)) - \sum_{0 < c_2 < t_k} e^{-c_j(t_k - t_k)} I_{m}(\varphi_i(t_m))
\]

which implies that \( \lim_{r \to 0^+} |J_5(t_k + r) - J_5(t_k)| = |I_4(\varphi_i(t_k))| \).

Based on the above discussion, we obtain that \( (P_{S_{\delta}})(t) : [\theta, \infty) \to \mathbb{R}^n \) is continuous on \( t \neq t_k \) \( (k = 1, 2, \cdots) \), and for \( t = t_k \) \( (k = 1, 2, \cdots) \), \( \lim_{r \to 0^-} (P_{S_{\delta}})(t) \) and \( \lim_{r \to 0^+} (P_{S_{\delta}})(t) \) exist. Furthermore, we also obtain that \( \lim_{r \to 0^-} (P_{S_{\delta}})(t) = (P_{S_{\delta}})(t) \neq \lim_{r \to 0^+} (P_{S_{\delta}})(t) \).

Next, we prove that \( \lim_{r \to 0^+}(P_{S_{\delta}})(t) = 0 \) for \( \varphi_i(t) \in S_{\delta} \). We estimate the right-hand terms of (28).
Hence, we have

From (9), we obtain

P

From the fact that

c

Therefore,
P

To obtain asymptotically stable, we need to prove that the trivial equilibrium

x(t) = 0

is a contraction mapping.

Hence, we have

\[
\sum_{i=1}^{n} \sup_{t \in S} |(P_{x_i}(t) - (P_{y_i})(t))| 
\]

Now, we prove that P is a contraction mapping. For any x(t), y(t) \in S_{\theta}, from (29) to (32), we obtain that

\[
\sum_{i=1}^{n} \max_{j=1,\ldots,n} |a_{ij}\alpha_j| \int_{0}^{t} e^{-\varepsilon(t-s)} \sum_{j=1}^{n} |y_j(s) - y_j(s)| ds 
\]

\[
+ \sum_{i=1}^{n} \max_{j=1,\ldots,n} |b_{ij}\beta_j| \int_{0}^{t} e^{-\varepsilon(t-s)} \sum_{j=1}^{n} |x_j(s - \tau(s)) - y_j(s - \tau(s))| ds 
\]

\[
+ \sum_{i=1}^{n} \max_{j=1,\ldots,n} |l_{ij}| \int_{0}^{t} e^{-\varepsilon(t-s)} \sum_{j=1}^{n} |x_j(u) - y_j(u)| du ds + \sum_{i=1}^{n} p_i \int_{0}^{t} e^{-\varepsilon(t-s)} |x_i(s) - y_i(s)| ds 
\]

\[
\leq \sum_{i=1}^{n} \frac{1}{c_i} \max_{j=1,\ldots,n} |a_{ij}\alpha_j| \sum_{j=1}^{n} \sup_{\theta \in S} |x_j(s) - y_j(s)| + \sum_{i=1}^{n} \frac{1}{c_i} \max_{j=1,\ldots,n} |b_{ij}\beta_j| \sum_{j=1}^{n} \sup_{\theta \in S} |x_j(s) - y_j(s)| 
\]

\[
+ \sum_{i=1}^{n} \frac{T}{c_i} \max_{j=1,\ldots,n} |l_{ij}| \sum_{j=1}^{n} \sup_{\theta \in S} |x_j(s) - y_j(s)| + \max_{j=1,\ldots,n} |p_i| \sum_{j=1}^{n} \sup_{\theta \in S} |x_j(s) - y_j(s)|. 
\]

From (9), we obtain that P is a contraction mapping. \hfill \square

We are now ready to prove Theorem 1.12.

Proof. Let P be defined as in Lemma 4.1, by contraction mapping principle, P has a unique fixed point x \in S_{\theta} with x(\theta) = \phi(\theta) on \(-\tau \leq \theta \leq 0 \) and x(t) \to 0 as t \to \infty.

To obtain asymptotically stable, we need to prove that the trivial equilibrium x = 0 of (6) is stable. From (9). For any \( \varepsilon > 0 \), choose \( \sigma > 0 \) and \( \sigma < \varepsilon \) satisfying the condition \( \sigma + \varepsilon \sigma < \varepsilon \).

If x(t, s, \phi) = (x_1(t, s, \phi), x_2(t, s, \phi), \ldots, x_n(t, s, \phi)) is the solution of (6) with the initial condition \( ||\phi|| < \sigma \), the we claim that \( ||x(t, s, \phi)|| \leq \varepsilon \) for all t \geq 0. Indeed, we suppose that there exists \( t^* > 0 \) such that

\[
\sum_{i=1}^{n} |x_i(t^*; s, \phi)| = \varepsilon, \quad \text{and} \quad \sum_{i=1}^{n} |x_i(t; s, \phi)| < \varepsilon \quad \text{for} \quad 0 \leq t < t^*. \quad (33) 
\]

From (9), we obtain

\[
\sum_{i=1}^{n} |x_i(t^*; s, \phi)| \leq \sum_{i=1}^{n} \left[ e^{-\varepsilon t^*} x_i(0) + \int_{0}^{t^*} e^{-\varepsilon(t-s)} \sum_{j=1}^{n} |a_{ij}\alpha_j| \int_{0}^{t} e^{-\varepsilon(t-s)} \sum_{j=1}^{n} |y_j(s) - y_j(s)| ds 
+ \int_{0}^{t^*} e^{-\varepsilon(t-s)} \sum_{j=1}^{n} |l_{ij}| \int_{t-s}^{t} \|y_j(u) - y_j(u)|| du ds + \sum_{i=1}^{n} p_i \int_{0}^{t^*} e^{-\varepsilon(t-s)} |x_i(s) - y_i(s)| ds \right] 
\]
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which contradicts (33). Therefore, \( \|x(t, s, \phi)\| < \epsilon \) for all \( t \geq 0 \). This completes the proof.

Let \( l_{ij} \equiv 0 \) for \( i = 1, 2, \cdots, n \), \( j = 1, 2, \cdots, n \), the system is reduced to

\[
\begin{align*}
\frac{dx(t)}{dt} & = -c_i x_i(t) + \sum_{j=1}^{n} a_{ij} f_j(x_j(t)) + \sum_{j=1}^{n} b_{ij} g_j(x_j(t - \tau(t))), \quad t \neq t_k \\
\Delta x_i(t_k) & = I_{bk} x_i(t_k), \quad t = t_k, \quad k = 1, 2, 3, \cdots,
\end{align*}
\]

which is the description of cellular neural network with time-varying delays. Following the result of Theorem 1.12, we have the following corollary. Note that the delay in Corollary 4.2 can be unbounded.

**Corollary 4.2.** Suppose that the conditions (A1)-(A4) hold, assume that the following conditions are satisfied.

(i) there exist constants \( \rho_i \) \( (i = 1, 2, \cdots, n) \) such that \( \rho_{ik} \leq \rho(t_k - t_{k-1}) \), \( k = 1, 2, \cdots \);

(ii) \( \alpha \triangleq \sum_{i=1}^{n} \frac{1}{c_i} \max_{j=1, 2, \cdots, n} |a_{ij}| + \sum_{i=1}^{n} \frac{1}{c_i} \max_{j=1, 2, \cdots, n} |b_{ij}| + \max_{i=1, 2, \cdots, n} \left\{ \frac{p_i}{c_i} \right\} < 1. \) (35)

Then the trivial solution of (34) is asymptotically stable.

**Remark 4.3.** Zhang and Guan [22] has studied asymptotic stability of (34) by using fixed point theory. The conditions in [22] are as follows.

(i) there exists a constant \( \mu \) such that \( \inf_{t=1, 2, \cdots} |t_k - t_{k-1}| \geq \mu \);

(ii) there exist constants \( \rho_i \) \( (i = 1, 2, \cdots, n) \) such that \( \rho_{ik} \leq \rho \mu, \) \( k = 1, 2, \cdots \);

(iii) \( \lambda^* \triangleq \sum_{i=1}^{n} \frac{1}{c_i} \max_{j=1, 2, \cdots, n} |a_{ij}| + \sum_{i=1}^{n} \frac{1}{c_i} \max_{j=1, 2, \cdots, n} |b_{ij}| + \max_{i=1, 2, \cdots, n} \left\{ \frac{p_i}{c_i} + p \mu \right\} < 1. \)

(iv) \( \max_{i=1, 2, \cdots, n} |a_{i}| < \frac{1}{\sqrt{n}} \) where \( \lambda_i = \frac{1}{c_i} \sum_{j=1}^{n} |a_{ij}| + \sum_{j=1}^{n} |b_{ij}| + \left\{ \frac{p_i}{c_i} + p \mu \right\}. \)

It is clearly that Corollary 5.1 is an improvement of the result in [22].

**5. Proof of Theorem 1.13**

Define the operator \( P \) as in Section 4. Following the proof of Theorem 1.12, we find that to show Theorem 1.13, we only need to prove that \( e^{\mu t} |x(t, \phi)| \to 0 \) as \( t \to \infty \). We estimate the right-hand terms of (28), we obtain that

\[
\begin{align*}
e^{\mu t} |x(t, \phi)| & \leq \left| \int_{0}^{t} e^{-\mu (t-s)} \sum_{j=1}^{n} a_{ij} f_j(x_j(s)) ds \right| \leq e^{\mu t} \int_{0}^{t} e^{-\mu (t-s)} \sum_{j=1}^{n} |a_{ij} f_j(x_j(s))| ds \\
& \leq \max_{j=1, 2, \cdots, n} |a_{ij}| \int_{0}^{t} e^{-\mu (t-s)} e^{\lambda s} \sum_{j=1}^{n} |x_j(s)| ds,
\end{align*}
\]

(36)
\[ e^{\lambda t}|I_3(t)| = e^{\lambda t} \left| \int_0^t e^{-(\lambda - \gamma)(t-s)} \sum_{j=1}^n b_j g_j(\varphi_j(s)) \, ds \right| \]
\[ \leq e^{\lambda t} \int_0^t e^{-\lambda (t-s)} \sum_{j=1}^n |b_j| |\varphi_j(s)| \, ds \]
\[ \leq e^{\lambda t} \max_{j=1, 2, \ldots, n} |b_j| \int_0^t e^{-(\lambda - \gamma)(t-s)} e^{\lambda (t-s)} \sum_{j=1}^n |\varphi_j(s)| \, ds, \quad (37) \]
\[ e^{\lambda t}|I_4(t)| = e^{\lambda t} \left| \int_0^t e^{-(\lambda - \gamma)(t-s)} \sum_{j=1}^n l_{ij} (\sum_{k=1}^n j_k) \ , h_j(g_j(u)) \, du \, ds \right| \]
\[ \leq e^{\lambda t} \int_0^t e^{-\lambda (t-s)} \sum_{j=1}^n |l_{ij}| (\sum_{k=1}^n j_k) (\sum_{k=1}^n |\varphi_j(u)|) \, du \, ds \]
\[ \leq e^{\lambda t} \max_{j=1, 2, \ldots, n} |l_{ij}| (\sum_{k=1}^n j_k) \int_0^t e^{-\lambda (t-s)} \int_{s-r(s)}^{t-s} \sum_{j=1}^n |\varphi_j(u)| \, du \, ds, \quad (38) \]
\[ e^{\lambda t}|I_5(t)| = e^{\lambda t} \left| \int_0^t e^{-(\lambda - \gamma)(t-s)} I_k(x_k(t_k)) \right| \leq e^{\lambda t} \left| \int_0^t e^{-\lambda (t-s)} p_i(t_k - t_{k-1}) x_k(t_k) \right| \leq p_i \int_0^t e^{-(\lambda - \gamma)(t-s)} e^{\lambda t} x_k(s) \, ds. \quad (39) \]

From the fact that \( \lambda < \min\{c_1, c_2, \ldots, c_n\}, c_i > 0 \) (i = 1, 2, \ldots, n) and the above estimate, we obtain that \( e^{\lambda t} P\varphi_i(t) \to 0 \) as \( t \to \infty \).

**Corollary 5.1.** Suppose that the conditions (A1)-(A4) hold, assume that the following conditions are satisfied,

(i) the delay \( \tau(t) \) is bounded by a constant \( \tau \);
(ii) there exist constants \( p_i \) (i = 1, 2, \ldots, n) such that \( p_i \leq p(t_k - t_{k-1}), k = 1, 2, \ldots \);
(iii) there exist constants \( p_i \) (i = 1, 2, \ldots, n) such that \( p_{ik} \leq p(t_k - t_{k-1}), k = 1, 2, \ldots \);

\[ \alpha \triangleq \sum_{i=1}^n \frac{1}{c_i} \max_{j=1, 2, \ldots, n} |a_j| \alpha_j + \sum_{i=1}^n \frac{1}{c_i} \max_{j=1, 2, \ldots, n} |b_j| \beta_j + \max_{j=1, 2, \ldots, n} \left\{ \frac{p_i}{c_i} \right\} < 1. \quad (40) \]

Then the trivial solution of (34) is exponentially stable.

**Remark 5.2.** Zhang and Luo [21] has studied exponential stability of (34) by using fixed point theory. The conditions in [21] are as follows.

(i) the delay \( \tau(t) \) is bounded by a constant \( \tau \);
(ii) there exists a constant \( \mu \) such that \( \inf_{t_k \geq 0} (t_k - t_{k-1}) \geq \mu \);
(iii) there exist constants \( p_i \) (i = 1, 2, \ldots, n) such that \( p_{ik} \leq p_{ik}, k = 1, 2, \ldots \);
(iv)

\[ \alpha \triangleq \sum_{i=1}^n \frac{1}{c_i} \max_{j=1, 2, \ldots, n} |a_j| \alpha_j + \sum_{i=1}^n \frac{1}{c_i} \max_{j=1, 2, \ldots, n} |b_j| \beta_j + \max_{i=1, 2, \ldots, n} \left\{ \frac{p_i}{c_i} + p_{ik} \right\} < 1. \]

It is clearly that Corollary 5.1 is an improvement of the result in [21].
6. Examples

Example 6.1. Consider the following two-dimensional cellular neural network

\[
\begin{align*}
\frac{dx_i(t)}{dt} &= -c_i x_i(t) + \sum_{j=1}^{2} a_{ij} g_j(x_j(t)) + \sum_{j=1}^{2} b_{ij} g_j(x_j(t - \tau(t))) & i = 1, 2, & t \neq t_k \\
\Delta x_i(t_k) &= I_{ik} x_i(t_k), & t = t_k, & k = 1, 2, 3, \ldots
\end{align*}
\]

(41)

with the initial conditions \(x_i(s) = \cos(s), x_2(s) = \sin(s)\) on \(-\frac{1}{\tau} \leq s \leq 0\), where \(c_1 = c_2 = 3, a_{11} = 6/7, a_{12} = 3/7, a_{21} = -1/7, a_{22} = -1/7, b_{11} = 6/7, b_{12} = 2/7, b_{21} = 3/7, b_{22} = 1/7\), the activation function is described by\( g_j(x) = \frac{x + |x|}{2} \), \(\tau(t) = 0.4t + 1\). \(I_{ik}(x_i(t_k)) = \arctan(0.4x_i(t_k))\), \(t_k = t_{k-1} + 0.5k, i = 1, 2\) and \(k = 1, 2, \ldots\).

It is clearly that \(\alpha_i = \beta_i = 1, p_{ik} = 0.4\) for \(i = 1, 2, k = 1, 2, \ldots\), we select \(p_i = 0.8\), then

\[
\sum_{i=1}^{2} \frac{1}{c_i} \max_{j=1,2} |a_{ij}\alpha_j| + \sum_{i=1}^{2} \frac{1}{c_i} \max_{j=1,2} |b_{ij}\beta_j| + \max_{j=1,2,-n} \left\{ \frac{p_i}{c_i} \right\} \leq \frac{1}{3} \times \left\{ 6 \times \left( \frac{1}{7} + \frac{1}{7} + \frac{6}{7} + \frac{3}{7} \right) + \frac{4}{35} \right\} 16 + \frac{4}{35} < 0.88 < 1.
\]

Hence, by Corollary 4.2, the trivial solution of (41) is asymptotically stable. However,

\[
\sum_{i=1}^{2} \frac{1}{c_i} \max_{j=1,2} |a_{ij}\alpha_j| + \sum_{i=1}^{2} \frac{1}{c_i} \max_{j=1,2} |b_{ij}\beta_j| + \max_{j=1,2,-n} \left\{ \frac{p_i}{c_i} + p_i \mu \right\} > 1,
\]

which implies that the result in [22] is not applicable.

Example 6.2. Consider a two-dimensional stochastically perturbed hopfield neural network with time-varying delays,

\[
\begin{align*}
\frac{dx(t)}{dt} &= [-C x(t) + Af(x(t)) + Bg(x_0(t))] dt + \sigma(t, x(t), x_0(t)) d\omega(t), & t \neq t_k \\
\Delta x(t_k) &= I_k x(t_k), & t = t_k, & k = 1, 2, 3, \ldots
\end{align*}
\]

(42)

where \(f(x) = \frac{1}{2} \arctan x, g(x) = \frac{1}{2} \tanh x = \frac{1}{2} (e^x - e^{-x})/(e^x + e^{-x})\), \(\tau(t) = \frac{1}{2} \sin t + \frac{1}{2}\).

\[
C = \begin{pmatrix} 5 & 0 \\ 0 & 4.5 \end{pmatrix}, \quad A = \begin{pmatrix} 2 & 0.4 \\ 0.6 & 1 \end{pmatrix} \quad \text{and} \quad B = \begin{pmatrix} -0.8 & 2 \\ 1 & 4 \end{pmatrix}.
\]

In this example, let \(p = 3\), take \(\alpha_j = 0.2, \beta_j = 0.2, j = 1, 2, \sigma : \mathbb{R}^+ \times \mathbb{R}^2 \times \mathbb{R}^2 \rightarrow \mathbb{R}^2 \times \mathbb{R}^2\) satisfies

\[
\text{trace} \left[ \sigma^T(t, x, y) \sigma(t, x, y) \right] \leq 0.01 \left( x_1^2 + x_2^2 + y_1^2 + y_2^2 \right).
\]

\(I_{ik}(x_i(t_k)) = 0.1x_i(t_k), t_k = t_{k-1} + 0.5, i = 1, 2\) and \(k = 1, 2, \ldots\).

It is clearly that \(p_{ik} = 0.1\), we choose \(p_i = 0.2\), let \(p = 2\), we check the condition in Corollary 2.3,

\[
5^{p-1} \sum_{i=1}^{n} c_i^{-p} \left( \sum_{j=1}^{n} |a_{ij}|^p \right)^{p/q} + 5^{p-1} \sum_{i=1}^{n} c_i^{-p} \left( \sum_{j=1}^{n} |b_{ij}|^p \right)^{p/q} + 5^{p-1} n^{p-1} \sum_{i=1}^{n} c_i^{-p/2} \left( p^{p/2} + s^{p/2} \right) + 5^{p-1} c_1^{-1} \max_{i=1,2} \left( \frac{p_i}{c_i^{p/2}} \right) < 0.53 < 1.
\]

From Corollary 2.3, the trivial solution of (42) is asymptotically stable. On the other hand, since \(|\tau(t)| = \frac{1}{2} \sin t + \frac{1}{2} \leq 1\), from Corollary 3.1, the trivial solution of (42) is exponentially stable.
References