A GENERALIZATION OF THE MOORE–RAYLEIGH TEST FOR TESTING SYMMETRY OF VECTOR DATA AND TWO-SAMPLE PROBLEMS
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ABSTRACT. The Rayleigh test is a popular one-sample test of randomness for directional data on the unit circle. Based on the Rayleigh test, Moore developed a nonparametric test for two-dimensional vector data that takes vector lengths into account as well. In this paper we generalize this test to arbitrary dimensions. In the important case of three-dimensional vector data the asymptotic distribution can be given in closed form as a finite combinatorial sum. This reduces the computational effort considerably. In particular, when analyzing deformation fields arising in nonlinear brain registration, the generalized Moore-Rayleigh test offers an efficient alternative to conventional permutation testing for the initial screening of voxels.

Simulation results for a few multivariate distributions are given. Compared with the permutation version of Hotelling’s $T^2$ test its increased power should allow for improved localization of brain regions with significant deformations.
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1. INTRODUCTION

Consider the following illustrating example. In the voxel-based analysis of brain deformations, individual brain volumes are mapped to a reference brain image by a nonlinear transformation (Kovacevic et al., 2004). This process of image registration results in a three-dimensional vector field of displacement vectors. The significance of local deformations between groups of subjects, usually a treatment and a control group, can be tested by either considering the Jacobian of the deformation field, or testing the displacement vectors directly (Chung et al., 2001). In the latter case, if one assumes that variations between
subjects are given by a Gaussian random field, Hotelling’s $T^2$ statistic can be used to test for significant differences between groups (Cao & Worsley, 1999). Its value is the squared sample Mahalanobis distance, estimated from the pooled covariance matrix, and the test assumes normality of the population of deformation vectors and equal covariances for the two groups. If these assumptions are not met, the $T^2$ test is known to fail gracefully, i.e., it will still be approximately conservative and the loss in power for the alternative will not be too dramatic for moderate violations of the assumptions. However, it is preferable to analyze deformation fields nonparametrically.

Permutation tests, with their minimal assumptions, are the usual method of choice for this two-sample problem (Chen et al., 2005; Nichols & Holmes, 2007). However, they also rely on a test statistic that is evaluated for each labelling (“permutation”), and the null hypothesis is that this statistic is distributed symmetrically around zero. The usual choice for the statistic is again Hotelling’s $T^2$, so permutation tests are not nonparametric, but rather result in adjusted significance probabilities (Davison & Hinkley, 1997, Chap. 4.5). For example, as shown in Lehmann & Romano (2005, Chap. 5.9), the adjusted one-dimensional version of the $T^2$ test, i.e., the permutation version of the classic $t$-test, is the uniformly most powerful test for the Gaussian alternatives with fixed variance, but fails to be uniformly most powerful against other alternatives.

A more serious practical problem is that, even for small sample sizes, the number of permutations to consider for an exact test is prohibitively large. Especially so, if the number of voxels, i.e., the number of tests, is on the order of hundreds of thousands, as common in neuroimaging applications. Therefore, in current analyses one often limits the data to only 10000 or less random labellings per voxel, at the expense of increasing the simulation error. Moreover, correcting for multiple comparisons imposes severe lower bounds on the numbers of labellings needed per voxel for testing at realistic significance levels, i.e., on the sample size and simulation time. Particularly for small sample sizes that occur in prospective studies, permutation tests cannot resolve low enough significance probabilities to allow for strong control of the family-wise error. Even the modern, liberal approach of limiting the False Discovery Rate (Benjamini & Hochberg, 1995; Schwartzman et al., 2009) does often not lead to useful results in these datasets. This implies that although permutation tests are elegant and theoretically well understood, they cannot be used on a routine basis (e.g. in a clinical setting) to assess and quantify brain changes.

For these reasons, in the analysis of MR images classical hypothesis testing is still unmatched in its efficiency and speed. In this paper we describe a new nonparametric statistical test that allows to efficiently perform a large number of such tests on vector data. The two-sample version of the test is not provably conservative, but its advantage is that it can be used for the initial screening of voxels. It is sensitive enough to work even under the conservative Bonferroni correction. Voxels where the null hypothesis is rejected can then be analyzed further by this test under the permutation distribution of the data; alternatively a different test statistic can be employed.

This problem of testing one or more groups of vectors for distributional differences does not only arise in neuroimaging, but also in a number of other disciplines and diverse contexts, e.g. in geostatistics, human movement sciences, astronomy and biology. In the two-dimensional case, a natural nonparametric test for such problems has been given by Moore (1980), which we describe next. After generalizing this test to arbitrary dimensions, in Section 2.2 we focus on the three-dimensional case, being the most important one for applications.

2. The Moore-Rayleigh test

Let $X = (X_1, \ldots, X_N)$ be a finite sample of real $k$-vector-valued random variables $X_i = (X_{i,1}, \ldots, X_{i,k})$. If we assume that the $X_i$ are independently drawn from a common absolutely continuous probability distribution with density $f : \mathbb{R}^k \rightarrow [0, \infty)$, then the null
hypothesis is:

$$H_0 : \text{The probability density } f \text{ is spherically symmetric.}$$

Consequently, this implies that the density $f$ is spherically decomposable. It factors into the product of a radial density $p_r : [0, \infty) \rightarrow [0, \infty)$ and the uniform distribution on each hypersphere $rS^{k-1} = \{x \in \mathbb{R}^k \mid ||x|| = r\}$, such that $f(x) = p_r(||x||)/\text{vol}(||x||S^{k-1})$.

We can then write $X_i = R_iU_i$, where $R_i \sim p_r$ and $U_i$ is distributed uniformly on the $k$-dimensional unit sphere $S^{k-1}$. The latter distribution can be realized as the projection of a $k$-dimensional diagonal Gaussian distribution with equal variance in each dimension.

The sum $\sum_{i=1}^N X_i$, where the $X_i$ are independently distributed according to a common, spherically symmetric distribution, is easy to interpret. It corresponds to a Rayleigh random flight (Dutka, 1985) with $N$ steps, whose lengths are distributed according to $p_r$.

Scaling the vector-valued random variables $X$ by the ranks of their lengths, the distribution of the resultant vector

$$S_N = \sum_{i=1}^N \frac{iX(i)}{||X(i)||},$$

where $X(i)$ denotes the $i$-th largest vector in the sample (with ties being arbitrarily resolved), is independent of $p_r$; consequently, a test based on $S_N$ is nonparametric. The test statistic of interest here is the asymptotically scaled length of the resultant,

$$R^*_N = \frac{||S_N||}{N^{3/2}}.$$

A large value of $R^*_N$ for a given sample $X$ from an unknown distribution (not necessarily absolutely continuous) indicates a deviation from spherical symmetry. This test was introduced by Moore (1980), who treated the two-dimensional case numerically, and has been used in neuroscience (Kajikawa & Hackett, 2005; Tukker et al., 2007; Richardson et al., 2008), human movement science (van Beers et al., 2004) and avian biology (Able & Able, 1997; Mcnaught & Owens, 2002; Burton, 2006; Chernetsov et al., 2006). In contrast to the Rayleigh test of uniformity (Mardia & Jupp, 2000, Chap. 10.4.1), where the $X_i$ are constrained to lie on (alternatively, are projected onto) the unit sphere, in the Moore-Rayleigh test also the vector length influences the test statistic. This follows the observation of Gastwirth (1965), that differences in scale between two distributions will be mostly evident in their (radial) tails, i.e., when moving away from the mean. The interpretation of $R^*_N$ is not so easy as in the Rayleigh test, however, where the test statistic is a measure of spherical variance.

Consider the projections

$$S_{N,j} = \sum_{i=1}^N \frac{iX(i)_{(j)}}{||X(i)||}, \quad (j = 1, \ldots, k).$$

A direct calculation shows that under the null hypothesis the variance of $X_{(i)j}/||X_{(i)}||$ is $1/k$, and that

$$\sigma^2 = \text{var}(S_{N,j}) = N(N+1)(2N+1)/(6k).$$

As $E(S_{N,j})^3 = 0$ and $\sigma^2 < \infty$, the Lyapunov version of the Central Limit Theorem implies that the random variables $S_{N,j}$ approach Gaussian $N(0, \sigma^2)$ distributions for large sample sizes $N$. Although the random variables $||S_{N,j}||$ are obviously not independent, by the same argument as in Stephens (1962) the corresponding distribution of $||S_N||^2/\sigma^2$ asymptotically approaches a $\chi^2_k$ distribution.
\[
\alpha_N = N^{3/2}.
\]
The exact null distribution of \( R_N = \alpha_N R_N^* \) in \( k \) dimensions, \( k \geq 2 \), is given by

\[
\Pr (R_N \leq \alpha_N r; k) = r \left[ \Gamma \left( \frac{k}{2} \right) \right]^{N-1} \int_0^\infty \left( \frac{rt}{2} \right)^{\frac{k-2}{2}} J_{\frac{k}{2}}(rt) \prod_{n=1}^N \frac{J_{\frac{k}{2}}(nt)}{\Gamma(n/2)} \, dt,
\]

where \( J_l \) denotes the Bessel function of order \( l \); see (Lord, 1954).

2.1. The one-dimensional case. In one dimension, the Moore–Rayleigh statistic for the null hypothesis corresponds to a symmetric random walk with linearly growing steps,

\[
S_N = \sum_{i=1}^N \gamma_i i,
\]

where \( \gamma_i = \pm 1 \) with equal probability.

**Proposition 1.** The probability mass function \( \Pr (S_N = r) \) is given by the recurrence

\[
\Pr (S_N = r) = \Pr (S_N = r-1) + \Pr (S_N = r+1)
\]

with initial condition \( \Pr (S_N = 0) = 1 \) and \( \Pr (S_N = 0) = 0 \) for \( r \neq 0 \).

Rewriting Eq. (2.6) as

\[
\sum_{\{\gamma_i = +1\}} i = \frac{1}{2} \left( S_N + \frac{1}{2} N(N+1) \right),
\]

where the sum runs over all step sizes \( i \in \{1, \ldots, N\} \) that have positive sign \( \gamma_i \), shows that the numbers \( \Pr (S_N = r) \) have a well-known combinatorial interpretation.

**Proposition 2.** The numbers \( \Pr (S_N = r) \) count the number of partitions of \( \frac{1}{2}(r + \frac{1}{2} N(N+1)) \) with distinct parts less or equal to \( N \).

As before, denote the length of the resultant by \( R_N = \|S_N\| \). Its probability function \( \Pr (R_N = r) \) is given by

\[
\Pr (R_N = r) = \begin{cases} 
\Pr (0, N)/2^N & \text{if } r > 0, \\
\Pr (0, N)/2^N & \text{if } r = 0, \\
0 & \text{otherwise.}
\end{cases}
\]

In the sequel, we also need the random signs defined by

\[
\epsilon_N = \prod_{i=1}^N \gamma_i,
\]

conditional on the resultant \( S_N \): Let \( \epsilon_{r,N} \) denote the average sign of the partitions of \( \frac{1}{2}(r + \frac{1}{2} N(N+1)) \) with distinct terms less or equal to \( N \), i.e.,

\[
\epsilon_{r,N} \overset{\text{def}}{=} E(\epsilon_N | S_N = r).
\]

Anticipating the two-sample Moore–Rayleigh test discussed in Section 3 we note the following:

**Remark 1** (Relation to the Wilcoxon signed-rank test). In the Wilcoxon signed-rank test for two paired samples \( X \) and \( Y \) of equal size \( |X| = |Y| = N \), the null hypothesis is that the paired differences \( Z_i = Y_i - X_i \) are distributed (independently and identically) symmetrically around zero (Wilcoxon, 1945). The test statistic is the sum \( W_+ = \sum_{i=1}^N I(Z_i > 0) \), where \( I(\cdot) \) is an indicator function. Under the null hypothesis we have that \( \Pr (Z_i > 0) = \Pr (Z_i < 0) = \frac{1}{2} \). Assuming that \( \Pr (X_i = Y_i) = 0 \), which is fulfilled
with probability 1 for continuous distributions, we can then identify $I(Z_i > 0) - I(Z_i < 0)$ with a random sign $\gamma_i$, such that
\[
\sum_{i=1}^{N} \gamma_i = \sum_{i=1}^{N} iI(Z_i > 0) - \sum_{i=1}^{N} (1 - I(Z_i > 0))i
\]
\[
= 2W + \frac{1}{2}N(N + 1).
\]
Therefore, testing for symmetry of the $Z_i$ under the one-dimensional Moore-Rayleigh test is equivalent to the signed-rank Wilcoxon two-sample test of $X$ and $Y$, with
\[
pr(W_r = r) = pr(S_N = 2r - \frac{1}{2}N(N + 1), N).
\]
This approach easily generalizes to more than one dimension.

Remark 2 (Testing for radial dependence). Assume the density $f$ decomposes spherically, such that $X_i = R_i U_i$, with $R_i \sim p_r$ and $U_i \sim u$, where $p_r(r) = pr(|X_i| = r)$ and $u(x) = pr(X_i/|X_i| = x)$. In one dimension, $u$ can only attain the values $\{−1, 1\}$ and $pr(\bar{X}_i \leq 0)$. If the mean of $f$ is zero, i.e., $E(X_i) = 0$, then $pr(X_i > 0) = pr(X_i < 0) = 1/2$, and this implies that $f$ is (spherically) symmetric. The Moore-Rayleigh test, under the assumption that $X_i = R_i U_i$, therefore tests the null hypothesis that $E(X_i) = 0$.

On the other hand, assume that $E(X_i) = 0$. If the Moore-Rayleigh test finds a significant departure from uniformity, then this leads to the rejection of the hypothesis that the density $f$ decomposes in such way, i.e., to accept the alternative that the common distribution of the random variables $X_i$ is conditional on the length $|X_i|$. In practice, centering $X = (X_1, \ldots, X_N)$ by the sample mean, the Moore-Rayleigh test could be used to detect such radial dependence. However, its power would be quite limited and it seems likely that directly testing for differences in the two tails $\{X_i > x\}$ and $\{X_i < -x\}$ will be more powerful.

2.2. The three-dimensional case. Taking derivatives, the distribution function of $R_N = \alpha_N R_N^*$, given in Eq. (2.5), reduces to the density
\[
pr(R_N = r) = 2r \int_0^{\infty} \frac{\sin rt/\alpha_N}{r} \prod_{n=1}^{N} \frac{\sin nt}{nt} \, dt
\]
in the three-dimensional case ($k = 3$). This formula can alternatively be derived by using characteristic functions (see Eq. 16 in Dutka (1985)). The oscillating integral in Eq. (2.12) can be evaluated by numerical quadrature, but it is difficult to calculate its tail accurately.

Another approach to evaluate this integral is based on a finite series representation, following an idea originally due to G. Pólya. Let $N_{\max} = N(N + 1)/2$. If we expand $\sin(nt) = (e^{nt} - e^{-nt})/2i$ and integrate the oscillating integral in Eq. (2.12) by parts $N - 2$ times as in Borwein & Borwein (2001), a simple but tedious calculation (which we omit) results in the following representation:

Theorem 1. The probability density of $R_N^*$ under the null hypothesis can be evaluated as
\[
pr(R_N^* = r) = \frac{2rN^3}{N!(N-2)!} \sum_{\alpha_N r < k \leq N_{\max}} \epsilon_{k,N}(\alpha_N r - k)^{N-2},
\]
where $\epsilon_{k,N}$ is given by Eq. (2.7).

This is a generalization of Treolar’s representation for the random flight with equal step sizes Dvorkai (1972). We see that, interestingly, the density of the three-dimensional case can be expressed in terms of statistical properties of the one-dimensional case. Integrating Eq. (2.13) term-by-term from $r$ to infinity, we have the following corollary.
Corollary 1. The cumulative distribution function of $R_N^*$ under the null hypothesis can be evaluated as

\[ \text{pr} (R_N^* \leq r) = 1 - \frac{2}{N!N!} \sum_{\alpha_Nr < k \leq N_{\text{max}}} \epsilon_{k,N}(\alpha_Nr - k)^{N-1} (\alpha_Nr(1-N) - k). \]

In particular, $\text{pr}(R_N^* > (N + 1)/(2\sqrt{N})) = 0$.

Note that because of the representation (2.14) for smaller $r$ successively more and more terms enter the sum in the calculation of $\text{pr} (R_N^* > r)$. The numerical accuracy is therefore higher for larger $r$, i.e., in the tail of the distribution.

The representations (2.13) and (2.14) therefore allow the efficient computation of exact significance probabilities for the test statistic $R_N^*$ for small to moderately large sample sizes $N$ (e.g., for $N \lesssim 60$ under double precision IEEE 754 arithmetic). This restriction on the sample size is only due to numerical accuracy; for larger $N$ approximations of the Gamma function can be used.

In Figure 1 the distribution of $R_N^*$, for some values of $N$, is plotted and compared with the asymptotic $\chi^2/3$ distribution. In Table 1 the values of the quantile function are listed. These values have been calculated by numerically inverting Eq. (2.14) with a bisection method and are conservatively rounded.

Remark 3 (What is tested by the Moore-Rayleigh test?). As in Remark 2 assume that $X_i = R_iU_i$, with $R_i \sim p_r$ and $U_i \sim u$, where $p_r(r) = \text{pr}(|X_i| = r)$ and $u(x) = \text{pr}(X_i/|X_i| = x)$ are arbitrary. If $E(X_i) = 0$, this implies $E(U_i) = 0$, and suggests that \( \sum U_i \approx 0 \) for a sample. More precisely, an upper bound for the variance of the test statistic $R_N^*$ is realized by the one-dimensional Moore-Rayleigh null hypothesis, whose distribution is similar to the null hypothesis of the three-dimensional case (confer Figure 6). Therefore, as in the one-dimensional case, the Moore-Rayleigh test under the assumption of radial decomposability tests mostly for differences in location.
An estimate was obtained by 1000 realizations of the distributions and represents the fraction of significance probabilities ("p-values") less than the nominal significance level. The power function for a family of diagonal Gaussian distributions with unit variances, shifted away from zero, is considered as a two-sample test (see below). The left panel of Figure 2 shows the fraction of rejections of the null hypothesis for a specific location. Note that this does not contradict the well-known optimality of Hotelling's T-squared test for the family of multivariate Gaussian distributions, since in the calculation of T-squared the covariance matrix needs to be estimated from the data. In the special case of equal covariances considered here, the Moore-Rayleigh test can therefore exhibit larger power. Also sensitive to deviations from spherical uniformity if the underlying distribution is merely asymmetric.
Figure 2. Estimated power functions for the family of Gaussian distributions with covariance matrix the identity and mean shifted a distance \( \mu \) away from zero. Sample size \( N = 10 \).

Figure 3. Estimated power functions for the family of Gaussian distributions, varying the standard deviation \( \sigma \) of a single axis. Sample size \( N = 10 \). Note the small range of the power.

Note that the test of Diks & Tong can be more powerful than the MR3 test, but as its results depend strongly on the bandwidth parameter, it is difficult to apply it routinely.

In Figure 3, power functions are shown for a family of diagonal Gaussian distributions where the standard deviation of one axis was varied from \( \sigma = 0.1 \) to \( \sigma = 5.0 \) in steps of 0.1, the other standard deviations were kept at unity. As expected from Remark 3, the MR3 test performs poorly for this specific violation of spherical symmetry. The remaining symmetry in the distribution means that although sample points are now increasingly less concentrated on one axis, on average their contributions to the resultant length still mostly cancel each other. Analogously, the \( T^2 \) test has only nominal power for the anisotropic multivariate Gaussian, being a test of location only. Note that MR3 shows slightly more power than the nominal significance levels \( \alpha \) for \( \sigma \neq 1 \), as do the tests “Diks1” and “Diks2”.
To assess the effect of asymmetry of the sample distribution, we employ the Fisher distribution, also known as the Fisher–Bingham three-parameter distribution. This is the $k = 3$ case of the $k$-dimensional von–Mises Fisher distributions commonly used in directional statistics (Mardia & Jupp, 2000, Chap. 9.3.2). Details of its computation are given in the Appendix.

We denote the Fisher distribution with concentration parameter $\lambda$ (and with the choice $\xi = e_3$) by $F^3_{3\lambda}$. To avoid degeneracies due to its singular character, the $F^3_{3\lambda}$ distribution is multiplied by $1 - Z$, where $Z \sim N(0, 0.1)$. Figure 4 shows three examples of $N = 1000$ random variates obtained from these “scattered” Fisher distributions for distinct values of the concentration parameter $\lambda$, with increasingly larger deviation from the uniform distribution.

The power of MR3 for the family of scattered Fisher distributions, varying the concentration parameter, is comparable to the power of the other tests (not shown). Let us now consider a mixture, where the samples are chosen either (i) from the uniform distribution on the unit sphere, or (ii) from the scattered Fisher distribution $2F^3_{35}$. The probability
There, we are given two vector-valued random variables and we assume that they are identically and independently distributed with densities
\[ F \]
Figure 5 depicts the estimated power for this family of vectors exhibiting deviations from uniformity, the power of MR3 becomes less than that of the \( T^2 \) test (not shown).

3. THE TWO-SAMPLE TEST

The most interesting application of the Moore-Rayleigh test is the two-sample problem. There, we are given two vector-valued random variables
\[ X = (X_1, \ldots, X_N) \quad \text{and} \quad Y = (Y_1, \ldots, Y_N), \]
and we assume that they are identically and independently distributed with densities \( f \) and \( g \), respectively. The differences \( Y_j - X_i \) are then distributed according to the convolution \( g \ast (-f) \), whose density is
\[ \text{pr} (Y - X = x) = \int \text{pr} (Y = u) \text{pr} (X = u + x) \, d^k u. \]
Under the null hypothesis that the \( X_i \) and \( Y_j \) come from a common probability density \( f \), this reduces to the symmetrization of \( f \), with density
\[ \text{pr} (Y - X = x) = \int \text{pr} (X = u) \text{pr} (X = u + x) \, d^k u. \]
If the probability density \( f \) is spherically symmetric around its mean \( \mu \), i.e., uniform on each hypersphere \( \{ x \mid ||x - \mu|| = r \} \), then Eq. (2.14) gives the significance probability of a deviation from the null hypothesis. In particular, this applies when \( f \) is assumed to arise from a multivariate normal distribution, justifying the use of the Moore-Rayleigh statistic in many practical situations.

3.1. Testing for symmetry. In general, however, the distribution of \( h = f \ast (-f) \) is merely symmetric, i.e., \( h(x) = h(-x) \) for all \( x \in \mathbb{R}^k \). This follows from
\[ \int \text{pr} (X = u) \text{pr} (X = u + x) \, d^k u = \int \text{pr} (X = u) \text{pr} (X = u - x) \, d^k u. \]
The following example demonstrates the difference.

Example 1. Consider the symmetric singular distribution \( B_x \) defined as \( \frac{1}{2} \delta_x + \frac{1}{2} \delta_{-x} \), where \( \delta_x \) is the Dirac measure concentrated at the point \( x \in \mathbb{R}^k \). The distribution \( B_x \) leads to an embedding of the one-dimensional Moore-Rayleigh null distribution in three dimensional space. Its realizations take values \( x \) and \( -x \) with equal probability, and it is not spherically symmetric. As it is, \( B_x \) is neither absolutely continuous, nor can it arise as the symmetrization of a distribution. Nevertheless, it is a model for a distribution that can arise in practice: First, the delta distributions can be approximated, e.g., by a series of Gaussian distributions with decreasing variance. Secondly, consider the singular distribution \( B^x \) that is concentrated on a line \( \{ \lambda x \mid \lambda \in \mathbb{R} \} \subseteq \mathbb{R}^k \) through the origin. Applying the Moore-Rayleigh test to \( B^x \) is equivalent to calculating the test statistic from \( B_1 \), since \( B^x \) is invariant under symmetrization and is projected, before ranking, to the sphere \( S^0 = \{ -1, +1 \} \).

The distribution \( B_1 \) is a representative of the class of “fastest growing” random flights in three dimensions, since any other distribution of increments has less or equal probability to reach the highest values of the test statistic. On the other hand, the uniform distribution on the sphere, which represents the null hypothesis of the Moore-Rayleigh test statistic \( R_N^o \), will attain lower values of \( R_N^o \) with higher probability, as the uniform random walk.
Figure 6. Comparison of significance probabilities for resultant lengths of spherically symmetric (smooth curve) and one-dimensional symmetric random walk (piecewise-linear curve) in three dimensions for \( N = 10 \) steps. Dotted curve shows the asymptotic case.

can do “orthogonal” steps that increase the distance from the origin faster than in \( B_1 \) (on the average). To be specific, if the finite sample \( X \) is distributed according to \( B_1 \), the \( n \)-th step of the scaled random walk either increases or decreases the distance from the origin by \( n \) (when crossing the origin, there is an obvious correction to this). However, if the \( n \)-th step were taken in a direction that is orthogonal to the resultant obtained so far, the distance will increase from \( R \) to \( \sqrt{R^2 + n^2} \approx R + n/(2R) \), with probability 1 (conditional on the orthogonality).

Figure 6 compares significance probabilities for \( B_1 \) with those of the uniform random flight that represents the null hypothesis of the Moore-Rayleigh test, for \( N = 10 \) sample points. There exists a value of the test statistic where the two curves cross (at about \( p = 0.20 \)), and after which the distribution function (significance probability) of the one-dimensional random walk \( B_1 \) lies below (above) the one for the uniform random flight.

The two-sample Moore-Rayleigh test, interpreted as a goodness-of-fit test, is therefore liberal, which has escaped Moore (1980) from his attention and casts doubt on the applicability of the test in this setting. The optimal upper bound for a conservative significance probability would be

\[
G_N(r) = \sup_{\Psi_N} \Pr(|S_N| \geq r),
\]

where the supremum is taken over the set \( \Psi_N \) of all possible symmetric probability distributions for \( N \) increments. More precisely, these increments are not independent but arise from a mixture of independent distributions by the order distribution (due to the ranking of vector lengths) of their radial projections. Even if one restricts this to the class where only independent, not necessarily identical symmetric probability distributions for each step are considered, this is a difficult problem. First steps in this direction have been made by Kingman (1963), where the three-dimensional problem is reduced to a similar problem in one dimension by the familiar tangent-normal decomposition of the sphere. Apart from that, there has not been much progress in determining the envelope in Eq. 3.5. Even in the
one-dimensional case it is not clear what the “fastest” random flight with linearly bounded increments is.

If a liberal test is admissible for the specific problem at hand, e.g., in exploratory data analysis, MR3 offers an efficient two-sample test. Moreover, the Remarks and Figure 5 suggest that the significance probabilities are only liberal for relatively large values of the test statistic. Studies with synthetic data seem to confirm that the MR3 test fails gracefully, if at all, for distributions expected in biomedical imaging practice (Scheenstra et al., accepted).

Since the assumed null hypothesis is stronger than mere symmetry, MR3 can also be used for negative testing, i.e., if the null hypothesis of the uniform random flight cannot be rejected for a sample of difference vectors, then the modified null hypothesis that \( g \ast (-f) \) is symmetric, not necessarily spherically symmetric, cannot be rejected. For the null hypothesis of mere symmetry, there does not exist an accessible sufficient statistic and existing tests are either only asymptotically nonparametric or require further randomization of the underlying distribution (Aki, 1987; Jupp, 1987; Diks & Tong, 1999; Henze et al., 2003; Fernández et al., 2008; Ngatchou-Wandji, 2009), so the MR3 test offers a simpler and much more efficient alternative, albeit with the disadvantage that it is potentially liberal.

3.2. Further issues. For a truly conservative test it is possible to adjust the \( p \)-values of the MR3 test by bootstrapping the distribution of \( p \) as in Davison & Hinkley (1997). In practice this makes use of the exchangeability of the vectors from \( X \) and \( Y \), assuming that they both arise from the same distribution. For each pair \( Y_i - X_i \) we can therefore introduce a random sign \( \epsilon_i \in \{-1, +1\} \). The fraction of the test statistics \( R_N^* \) under all \( 2^N \) possibilities of the signs \( \epsilon = (\epsilon_1, \ldots, \epsilon_N) \) that result in a larger value than the one for the trivial signs (all positive) results in an exact \( p \)-value; confer Diks & Tong (1999) for elaboration and also Lehmann & Romano (2005) for general background on symmetries and invariance in hypothesis testing. The drawback of this adjustment is that it is not routinely feasible, as it suffers from the same computational complexity problems that affect conventional permutation tests.

A different issue with the Moore-Rayleigh test arises in the (usual) case of unpaired samples. The two sample test we have presented up to now assumes paired vectors, and this approach reduces the symmetry group of the null hypothesis from the group of permutations to the much smaller group of reflection symmetry of the given pairs. The main reason here is simplicity in applications and reproducibility of the test statistic. If there is no natural pairing, it seems advisable to randomly pair samples, as e.g., Moore (1980) advocates. However, a drawback is that the test statistic then becomes a random variable, and replications of the test will result in distinct significance probabilities. This is undesirable, for example, in a clinical context. Bootstrapping the test, i.e., considering the mean of the test statistic \( R_N^* \) obtained during a large enough number of resamples from the empirical distributions, is a natural way to obtain more or less replicable significance probabilities, but on the expense of computational time. It is also not precisely known at present what the convergence properties of such an estimator are.

A different approach would be to pair samples based on a measure of optimality. This seems natural enough, but has the undesirable feature that the test might become biased, e.g., too sensitive in case the sample points are matched by the method of least-squares or the Wasserstein distance. Therefore, as a practical solution in a context where reproducibility is desired, we propose to pair samples based on their ranks, such that \( X_{(i)} \) is matched with \( Y_{(i)}, i = 1, 2, \ldots, N \) (with ties resolved arbitrarily). Under the null hypothesis, the decomposability of the common distribution of \( X \) and \( Y \) guarantees the asymptotic unbiasedness of this approach, although for finite samples a slight bias is expected.
In this section we show the results of a number of numerical simulations for the two-sample problem and compare them with Hotelling’s $T^2$ test and the “Diks1” and “Diks2” tests. Throughout, we use random matching of samples and $N = 10$.

Figure 7 shows the results for two standard Gaussian distributions that were first translated in the same direction by ten standard deviations, and then one of them was rotated against the other (with the origin as the center of rotation), for 1000 realizations. The Moore-Rayleigh test performs well: Its power for the trivial rotation is nominal, and for larger rotation angles higher than the power of the $T^2$ test. Similar results are obtained
when rotating Fisher distributions (not shown). Note that the “Diks1/Diks2” tests are performed on the group of symmetric sign changes (of order $2^{10}$), in contrast to the previous section where the full symmetry group of all rotations (of infinite order) was used, and do not resolve significance probabilities smaller than 1/1000, i.e., their power is zero for the lower significance levels, and therefore not indicated.

Figure 8 compares the Gaussian distribution with the distribution $R \cdot F_{3, \lambda}$, $R \sim N(0, 1)$, when both distributions are first translated and then rotated against each other, with similar results.

Finally, Figure 9 shows adjusted $p$-values, for $10^4$ permutations and 100 realizations each. The Moore-Rayleigh test again shows slightly better power then the $T^2$ test. More importantly, there is not much difference with the unadjusted power functions. These results are based on 100 realizations only, to speed up the considerable amount of computations, which accounts for the visible fluctuations.

5. DISCUSSION

It is possible to test spherical symmetry in three dimensions with high numerical accuracy by using the combinatorial sum representation given in Eq. (2.14). In combination with the Kahan summation [Goldberg 1991], this representation makes it feasible to routinely calculate $p$-values for finite sample sizes that allow to assess statistical significance. Even for hundreds of thousands of multiple comparisons with a Bonferroni correction, as is common practice in neuroscientific imaging applications, the proposed approach is effective. Permutation methods, although theoretically preferred, are difficult to use in this setting due to practical limitations. The standard approaches to cope with these limitations, based on either saddle-point approximations to permutation tests [Robinson 1982] or on permutation tests for linear test statistics, where the conditional characteristic function can be rewritten as a convergent approximating series [Gill 2007], are not directly applicable because these statistics usually do not arise in these practical problems or are too involved in the multivariate case. An alternative might be the use of optimal (Bayesian) stopping
rules in the resampling process (Besag & Clifford [1991], Fay et al. [2007]). However, small sample sizes can still seriously restrict the possible range of the significance probabilities.

In the special case of the two-sample problem, the distribution of the null hypothesis is conditional on the unknown distribution of the data, and the generalized Moore-Rayleigh test is only approximately valid, a feature that all other (non-randomized) tests of symmetry exhibit. In Scheenstra et al. (accepted), we evaluated the properties of this generalized Moore-Rayleigh test empirically with simulated imaging data of known ground-truth and by comparison with other nonparametric tests. Even though the test is theoretically liberal, it seems to work well in practice, as it is not overtly sensitive to the difference between symmetry and spherical symmetry. An exact test is furthermore available by the permutation variant of the Moore-Rayleigh test, with slightly improved power when compared with conventional permutation testing. This can be used in a second stage after initial screening with the fast, unadjusted Moore-Rayleigh test. Although such screening could also be realized by the $T^2$ test, the MR3 test seems better suited to this problem due to its enhanced power, which allows for strong control of the family-wise error. In contrast, the $T^2$ test does often not allow the localization of individual voxels. It should be noted that we have only considered the conservative Bonferroni correction here, for simplicity, but it is expected that the MR3 test remains a more sensitive instrument also under modern step-down multiple comparison procedures (as described in, e.g., Nichols & Holmes [2007]).

An implementation of the Moore–Rayleigh test as a package for the statistical computing environment R is available on request.
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APPENDIX A. THE FISHER DISTRIBUTION

The Fisher distribution is a singular distribution on the hypersphere $S^{k-1}$ whose density $f(x), x \in \mathbb{R}^k$, is proportional to $e^{\lambda \xi^t x}$, where $\xi^t$ denotes the transpose of $\xi$. The mean direction $\xi$ is constrained to be a unit vector, and $\lambda \geq 0$ is a concentration parameter. Without restricting generality, we let $\xi = e_k$ be the unit vector in the $k$-th dimension, so $f \sim e^{\lambda x_k}$ only depends on the last coordinate, and we are left with a one-parameter family of distributions.

Following Ulrich (1984) and Wood (1994), a random variate distributed according to the von–Mises Fisher distribution is obtained by generating a random variate $W$ for the last coordinate, by the density proportional to $e^{\lambda w (1 - w^2)^{(k-3)/2}}, w \in (-1, 1), k \geq 2,$ and a $k - 1$ dimensional variate $V$ uniformly distributed on the hypersphere $S^{k-2}$. The vector

$$X = (\sqrt{1 - W^2}, V^t, W) \in \mathbb{R}^k$$

then has the desired density. In $k = 3$ dimensions the former can be achieved by integrating the distribution function of $W$ directly. Choosing a uniform variate $U$ on the interval $[-1, 1]$, a random variate $W$ is clearly given by

$$W = \frac{1}{\lambda} \log(2U \sinh \lambda + e^{-\lambda}).$$
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