Monotonicity of the Peak Time in Turnover Models
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Résumé xxxxxxxxxxxxxxxxxxxxxxxx

Abstract We prove that in three of the classical turnover models in pharmacodynamics the time to maximal response increases with increasing drug dose when the concentration of the drug in the blood plasma decreases exponentially with time.

1 Introduction

In this note we present recent results about how the Time of Maximal Response, \(T_{\text{max}}\), depends on the drug dose in systems described by the classical four turnover models in pharmacodynamics (cf. [1], [9], [2]). It is shown that in three of these models \(T_{\text{max}}\) increases with increasing drug dose when the drug is administered through an initial bolus dose. The drug concentration in blood plasma is then assumed to drop off following a first order rate constant.

In turnover models the response \(R\) of a pharmacodynamic system is described by a linear first order ordinary differential equation of the form.

\[
\frac{dR}{dt} = k_{\text{in}} H_1(C(t)) - k_{\text{out}} H_2(C(t)) R,
\]

in which \(k_{\text{in}}\) and \(k_{\text{out}}\) are rate constants. The function \(C(t)\) denotes the drug concentration in the plasma and the functions \(H_1\) and \(H_2\) the drug mechanism functions which model the effect of the drug. They can be stimulating \((H(C) = S(C))\) or inhibiting \((H(C) = I(C))\). In this paper the functions \(S(C)\) and \(I(C)\) will be given by the Hill functions

\[
S(C) = 1 + \frac{S_{\text{max}} C}{SC_{50} + C}, \quad I(C) = 1 - \frac{I_{\text{max}} C}{IC_{50} + C}
\]

and \(C(t) = C_0 e^{-kt}\),
where \( S_{\text{max}}, SC_{50}, I_{\text{max}} \) and \( IC_{50} \) denote the maximum stimulation, the potency of the stimulating effect, the maximum inhibition and the corresponding potency, whilst \( C_0 \) is an appropriate constant, \( D \) the drug dose and \( k_{\text{el}} \) the elimination rate of the drug. Turnover models have been very successful in modelling a wide range of pharmacodynamic processes (cf. [3] and the review paper [7]). Their mathematical properties have also been actively studied (cf. [12], [4], [5], [6], [8], [11]).

Following Dayneca, Garg and Jusko [2], we number these models I, II, III and IV, as explained in the schematic picture shown in Figure 1.

![Figure 1: Schematic illustration of the four turnover models.](image)

An important feature of turnover models is that they incorporate a delay of the response, i.e., after the administration of the drug, some time elapses before the response \( R \) builds up to its maximum value \( R_{\text{max}} \). The time this maximum is reached is referred to as the Time of Maximal Response or Peak Time and is denoted by \( T_{\text{max}} \). A central question in pharmacodynamic data analysis is the way the peak time depends on the drug dose (cf. e.g. [13] and [8]).

We establish the following monotonicity theorems for the peak time as it varies with the drug dose:

**Theorem 1.1** In Models I and III the peak time \( T_{\text{max}}(D) \) is an increasing function of the drug dose \( D \) for any \( k_{\text{in}} > 0 \), \( k_{\text{out}} > 0 \) and \( k_{\text{el}} > 0 \), and any \( 0 < I_{\text{max}} \leq 1 \) (Model I) or \( S_{\text{max}} > 0 \) (Model III).

**Theorem 1.2** In Model II the peak time \( T_{\text{max}}(D) \) is an increasing function of the drug dose \( D \) for any \( k_{\text{in}} > 0 \), \( k_{\text{out}} > 0 \) and \( k_{\text{el}} > 0 \) and any \( 0 < I_{\text{max}} \leq 1 \), if

\[
(1.3) \quad \text{either} \quad I_{\text{max}} k_{\text{out}} \leq k_{\text{el}} \quad \text{or} \quad I_{\text{max}} \leq \frac{1}{2},
\]

Thus, for Models I and III the peak time \( T_{\text{max}} \) is always increasing with the drug dose. For Model II, the situation is more complex and we still need to impose some restrictions on the parameters involved. Nonetheless, it is conjectured that also in Models II, \( T_{\text{max}} \) is always increasing with the drug dose.

If neither of the two conditions in (1.3) is satisfied, we can still prove the following asymptotic result for large drug doses which is valid for all reaction rates and any \( I_{\text{max}} \in (0, 1) \):
Theorem 1.3 In Model II the peak time $T_{\text{max}}(D)$ is an increasing function of the drug dose $D$ for any $k_{\text{in}} > 0$, $k_{\text{out}} > 0$ and $k_{\text{el}} > 0$ and any $0 < I_{\text{max}} < 1$, provided $D$ is large enough.

Apart from being interesting in its own right, Theorem 1.3 supplies an important ingredient in the proof of Theorem 1.2.
In [11] it is shown that in Model IV there exist values of the rate constants and $S_{\text{max}}$ for which $T(D)$ is not increasing for all $D > 0$.

2 Sketch of the proofs

We introduce dimensionless variables by scaling time with the elimination rate $k_{\text{el}}$, the response with the baseline response $R_0$ and the plasma concentration with the potencies $IC_{50}$ and $SC_{50}$:

$$t^* = k_{\text{el}}t, \quad R^* = \frac{R}{R_0} \quad \text{and} \quad \kappa = \frac{k_{\text{out}}}{k_{\text{el}}} ,$$

(2.1)

and the scaled drug mechanism functions become

$$I^*(C^*) = 1 - \alpha \frac{C^*}{1 + C^*}, \quad C^*(t^*) = \frac{C(t)}{IC_{50}}, \quad \alpha = I_{\text{max}},$$

$$S^*(C^*) = 1 + \alpha \frac{C^*}{1 + C^*}, \quad C^*(t^*) = \frac{C(t)}{SC_{50}}, \quad \alpha = S_{\text{max}} .$$

(2.2)

Henceforth we shall omit the asterisk again. This yields the dimensionless equation

$$\frac{dR}{dt} = \kappa \{H_1(C(t)) - k_{\text{out}}H_2(C(t))R(t)\}, \quad C(t) = De^{-t},$$

(2.3)

where, depending on the model, $H_1$ and $H_2$ are given by the functions $I(C)$ and $S(C)$ defined in (2.2) and $D$ is the drug dose.

2.1 Sketch of the proof of Theorem 1.1.

Since $T_{\text{max}}$ is the same for Models I and III (cf. [11]), it suffices to prove monotonicity for one of them; we do it for Model III. Thus, we consider the problem

$$\frac{dR}{dt} = \kappa \{S(C(t)) - R(t)\}, \quad R(0) = 1, \quad C(t) = De^{-t},$$

(2.4)

where $S(C)$ is given in (2.2). Plainly, $R = 1$ is the base line. Writing $R(t) = 1 + \alpha r(t)$, and using the expressions for $S(C)$ and $C(t)$, we obtain

$$\frac{dr}{dt} = \kappa \{\varphi(t, D) - r\}, \quad r(0) = 0, \quad \text{where} \quad \varphi(t, D) = \frac{De^{-t}}{1 + De^{-t}} .$$

(2.5)

This problem can readily be solved explicitly, and we find that the solution is given by

$$r(t) = \kappa \int_0^t \varphi(s, D)e^{\kappa(s-t)} ds .$$

(2.6)
Since \( T = T_{\text{max}} \) is the unique zero of \( dR/dt \) (cf. [11]) and hence of \( dr/dt \), we conclude from (2.4) and (2.6) that
\[
(2.7) \quad \varphi(T, D)e^{\kappa T} = \kappa \int_0^T \varphi(s, D)e^{\kappa s} \, ds,
\]
where, for notational ease, we have written \( T \) in place of \( T(D) \).

The identity (2.7) defines the function \( T(D) \) implicitly. It can be shown that this function is continuously differentiable.

Differentiation of the identity in (2.7) with respect to the drug dose \( D \) yields after a lengthy computation the following expression for \( T' = dT/dD \):
\[
(2.8) \quad \varphi_t(T, D)e^{\kappa T}T'(D) = \frac{\kappa}{D} \int_0^T \varphi(s, D)e^{\kappa s} \mathcal{L}(s, T, D) \, ds,
\]
where
\[
\mathcal{L}(s, t, D) = \frac{1}{1 + De^{-s}} - \frac{1}{1 + De^{-t}} \quad \text{for all} \quad s, t, D > 0
\]
and \( \varphi_t \) denotes the partial derivative of \( \varphi \) with respect to \( t \). Clearly, \( \mathcal{L}(s, T, D) < 0 \) for \( 0 < s < T \) and an elementary computation shows that \( \varphi_t(T, D) > 0 \). Thus, it follows from (2.8) that \( T' > 0 \) for any \( D > 0 \), as asserted. \( \square \)

2.2 Sketch of the proof of Theorem 1.2.

The proof starts out in a similar manner: we write \( R(t) = 1 + \alpha r(t) \) and obtain the problem
\[
(2.9) \quad \frac{dr}{dt} = \kappa [\{1 - i(t, D]\} - i(t, D)r], \quad r(0) = 0,
\]
where \( i(t, D) = 1 - \alpha \varphi(t, D) \). This problem can also be solved explicitly:
\[
(2.10) \quad r(t) = \kappa \int_0^t \{1 - i(t, D]\}e^{-\kappa \int_0^\xi i(t, D) \, d\xi} \, d\xi.
\]
From (2.9) and (2.10) we now obtain the following identity for \( T = T_{\text{max}}(D) \):
\[
(2.11) \quad \int_0^T \{1 - i(s, D]\}e^{-\kappa \int_0^\xi i(s, D) \, d\xi} \, ds = \frac{1 - i(T, D)}{\kappa i(T, D)}, \quad T = T_{\text{max}}(D).
\]

Differentiating this identity with respect to \( D \) we obtain an expression for \( T'(D) \) similar to (2.8). We find that if \( \alpha \kappa \leq 1 \), the integral on the right of this expression can be shown to be positive for all drug doses. Since \( i_t \) is also positive we may then conclude that \( T'(D) > 0 \) for all \( D > 0 \). \( \square \)

In order to prove Theorem 1.2 for \( \alpha \kappa > 1 \) and \( 0 < \alpha \leq 1/2 \), we use a continuation argument. The proof consists of proving the following propositions:

(1) For any \( \alpha \in (0, 1) \) there exists a constant \( \kappa_\alpha > 0 \) such that if \( \kappa > \kappa_\alpha \), then \( T'(D) > 0 \) for all \( D > 0 \).
(2) $T'(D) > 0$ for $D$ large enough, regardless of the value of $\kappa > 0$ (Theorem 1.3).

We fix $\alpha \in (0, 1)$. To expand (1) to all values of $\kappa > 0$, we reduce $\kappa$ from values above $\kappa_\alpha$ and suppose that the assertion is not true. Then, because $T'(D) > 0$ for large values of $D$ by the second result, there exists a $\kappa_0$ and a $D_0 > 0$ such that

$$T'(D_0) = 0 \quad \text{and} \quad T''(D_0) \geq 0 \quad \text{for} \quad \kappa = \kappa_0.$$  

(That $D_0$ is positive follows from a result in [11]).

(3) If $\alpha \kappa > 1$ and $0 < \alpha \leq 1/2$, then (2.12) cannot be satisfied.

Thus, we have shown that if $\alpha \kappa > 1$ and $0 < \alpha \leq 1/2$, then there is no $\kappa_0 > 0$ for which $T(D)$ fails to be strictly increasing for all $D > 0$ as $\kappa$ drops down from $\kappa_\alpha$ to zero. This completes the (sketch of the) proof of Theorem 1.2. \qed

Details of the proofs of Theorems 1.1 and 1.2, as well as Theorem 1.3 can be found in [10].
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